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ABSTRACT

Graph Neural Networks (GNNs) have become powerful tools in
modeling graph-structured data in recommender systems. However,
real-life recommendation scenarios usually involve heterogeneous
relationships (e.g., social-aware user influence, knowledge-aware
item dependency) which contains fruitful information to enhance
the user preference learning. In this paper, we study the problem
of heterogeneous graph-enhanced relational learning for recom-
mendation. Recently, contrastive self-supervised learning has be-
come successful in recommendation. In light of this, we propose
a Heterogeneous Graph Contrastive Learning (HGCL), which is
able to incorporate heterogeneous relational semantics into the
user-item interaction modeling with contrastive learning-enhanced
knowledge transfer across different views. However, the influence
of heterogeneous side information on interactions may vary by
users and items. To move this idea forward, we enhance our hetero-
geneous graph contrastive learning with meta networks to allow the
personalized knowledge transformer with adaptive contrastive aug-
mentation. The experimental results on three real-world datasets
demonstrate the superiority of HGCL over state-of-the-art recom-
mendation methods. Through ablation study, key components in
HGCL method are validated to benefit the recommendation perfor-
mance improvement. The source code of the model implementation
is available at the link https://github.com/HKUDS/HGCL.
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1 INTRODUCTION

In recent years, Graph Neural Networks (GNNs) have become suc-
cessful in encoding relationships between users and items in rec-
ommender systems [31]. The key ideal of GNNs is to learn node
(user or item) representations through the aggregation of neighbor-
ing feature information across graph propagation layers. However,
many GNN-based collaborative filtering (CF) models merely focus
on homogeneous interaction relationships in the generated user-
item connection graphs [4, 23, 29]. In real-world recommenders,
heterogeneous relational information is ubiquitous, such as social
network connections between users and knowledge-aware item
dependencies with semantic relatedness. In this paper, we address
the challenge of incorporating heterogeneous side information into
the collaborative filtering for enhancing recommender system.
Inspired by the success of GNNs in a variety of recommendation
tasks, researchers attempt to design heterogeneous graph neural
networks to embed rich semantics of heterogeneous relations into
latent representations. However, the representation power of most
existing studies are often hindered by the limitation of sparse train-
ing labels. In other words, current heterogeneous graph neural
networks are label data-hungry learning models, and thus may
not generate quality user/item embeddings with sparse interaction
labels for model optimization of recommenders [15, 29].
Contrastive self-supervised learning, emerging as promising rep-
resentation techniques for addressing data sparsity issue with data
augmentation from unlabeled data itself. By integrating contrastive
learning with graph neural networks, Graph Contrastive Learning
(GCL) has emerged as effective solution to enhance the robustness
of learned representations in the absence of sufficient observed
labels [38] over graph structures. The general idea of GCL is to re-
search the alignment between embeddings encoded from two graph
contrastive representation views. In GCL-based self-supervision,
the agreement between representations of positive contrastive sam-
ples will be maximized, while the distance between embeddings of
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negative pairs will be pushed away. Motivated by this, we bring
the benefits of GCL into the heterogeneous relational learning to
improve recommendation performance.

However, it is non-trivial to effectively realize the heterogeneous
relational learning, because the dependencies between side infor-
mation and user-item interaction modeling are often not monomor-
phic but diverse in nature. For example, social influence among
users may be different due to their personalized characteristics and
diverse user-specific interaction pattern. Blindly augmenting the
preference learning of users without considering their individual
characteristics easily lead to suboptimal representations. In this
paper, we investigate the problem of heterogeneous graph learn-
ing for recommendation by learning a contrastive augmentor. In
essence, we need to solve the challenges in our designed recom-
mender system: i) how to effectively transfer the side knowledge
across different views; ii) how to perform heterogeneous relational
contrastive learning with personalized augmentation.

To tackle the aforementioned challenges, we propose the prin-
cipled framework, termed as Heterogeneous Graph Contrastive
Learning (HGCL). Specifically, we first leverage the heterogeneous
graph neural network as encoder, the rich semantics of heteroge-
neous relationships are preserved in the encoded embeddings. To
cope with the personalized augmentation, we propose a tailored
contrastive learning framework which designs a meta network to
encode personalized characteristics of users and items. It allows us
to perform user- and item-specific augmentation for transferring
informative signals across different relational views.

The contributions of our work can be summarized as follows:

e HGCL advances the recommender system with heterogeneous
graph contrastive learning, providing a general and universal
framework to incorporate heterogeneous side information into
recommender under a graph contrastive learning paradigm.

e HGCL solves our problem by integrating meta network with
contrastive learning for adaptive augmentation to enable user-
specific and item-specific knowledge transfer. It advances graph
contrastive learning with customized cross-view augmentation.

o We conduct extensive experiments on real-world recommenda-
tion datasets to validate that our HGCL framework is capable of
significantly improving performance over other strong baselines.

2 RELATED WORK

2.1 GNN-based Recommender Systems

In general, Graph Neural Networks (GNNs) follow the idea of mes-
sage passing across different graph layers by consisting of informa-
tion propagation and aggregation. Under graph neural architecture,
many GNN-based recommender systems are proposed to capture
various graph-structured relationships in recommendation. For
example, GNNs are adopted for modeling user-item interaction
graph for generating latent representations via cross-layer infor-
mation propagation in NGCF [23], LR-GCCF [4] and SHT [33]. To
enhance collaborative relation learning with social influence among
users, social relation encoders in some existing studies are also built
upon graph neural networks, such as GraphRec [6], KCGN [12]
and MHCN [39]. Furthermore, graph neural networks have become
effective solution to encode sequential patterns of item sequences

for time-aware recommendation, including SURGE [1] and MA-
GNN [16]. In recent years, modeling multiple graph connections
with GNNs (e.g., MBGCN [13] and MGNN [41]) has attracted much
attention in handling more complex recommendation scenario with
diverse user behaviors. In those GNN-based multi-behavior rec-
ommenders, the behavior-aware message passing is considered
to reflect diverse user preference from multi-behavior data. There
also exist some multimedia recommender systems (e.g., GRCN [28],
DualGNN [21]) built upon graph neural networks to incorporate
multi-modal information into recommendation.

2.2 Contrastive Learning for Recommendation

Recently, the contrastive self-supervised learning has been noticed
by researchers. It is because the generated self-supervision signals
can be used to enrich user representation learning. In recommender
systems, contrastive learning can be a powerful tool to incorporate
self-supervision signals for data augmentation with the alignment
between contrastive representation views. For example, many stud-
ies aim to address the data sparsity issue in recommenders by
proposing various graph augmentation schemes for embedding
contrasting, e.g., SGL [29], HCCF [32] and NCL [14]. In particu-
lar, random node/edge dropout operations are adopted for gener-
ate graph contrastive learning views in SGL [29]. In HCCF [32],
local-global contrastive learning is designed for self-supervised
augmentation based on parameterized hypergraph structures. In
those contrastive graph CF models, the embedding uniformity can
be improved based on InfoNCE-based contrasting. There also exist
some studies leveraging contrastive learning in knowledge graph
representation in recommender systems, such as KGCL [37] and
KGIC [43]. In addition, contrastive learning has been used in vari-
ous recommendation scenarios, including sequential recommenda-
tion [26], multi-behavior recommendation [27], and multi-interest
recommendation [40]. In this work, a novel heterogeneous graph
contrastive learning paradigm is proposed to fill the gap in rec-
ommender system by capturing heterogeneous relationships in
recommendation with contrastive learning.

2.3 Heterogeneous Graph Learning

Heterogeneous graphs is ubiquitous in real-life applications with
various types of nodes and connections. Representation learning
over heterogeneous graphs aims to encode node embeddings in
which the rich semantics with relation heterogeneity can be well
preserved [35]. To achieve this goal, heterogeneous graph neural
networks become the promising techniques to provide state-of-
the-art representation results. For example, HAN [24] enhances
the graph attention network with the capability of dealing with
heterogeneous types of nodes and relations based on meta-path
construction. Motivated by the transformer framework, HGT [11]
designs a graph transformer network to enable the heterogeneous
message passing using self-attention to calculate the propagation
weights between nodes. In addition, both intra- and inter-metapath
aggregation are considered in MAGNN [7] to fuse information
from different meta-paths over heterogeneous graphs. In HGIB [36],
information bottleneck is extended to heterogeneous graph learning
with self-supervision among homogeneous graphs. Towards this



research line, this paper tackles an important but unexplored task
of heterogenous graph contrastive learning recommendation.

3 METHODOLOGY

In this section, we elaborate the model design of our proposed
HGCL framework, which enhances representation learning on het-
erogeneous graph for recommendation with cross-view contrastive
learning. The overall framework of HGCL is illustrated in Figure 1.

3.1 Preliminaries

Relations in real-life recommender systems are often heterogeneous
to contain diverse semantic information from users and items. We
represent the user-item interaction data with the graph G,; =
{Vy, Vi, Eyi }, where V,, and V; denote the sets of users and items,
respectively. In graph Gy;, if user u has adopted item i, then there
exists an edge between u and i ((u, i) € Ey;). To represent social
relationships among users, graph Gy, = {Vy, Suu} is defined to
include user-wise social connections with the edge set Eyy,. To
incorporate item-wise relations, we define the item graph G;; =
{Vi, &ii} to connect dependent items with external knowledge
(e.g., item category). For these defined graphs, we define three
adjacent matrices A,; € R™" Ay, € R™™ and A;; € R™",
corresponding to graph Gy, Guu and Gi;, respectively. Here, m and
n denotes the number of users and items, respectively. The objective
of this work is to predict unobserved interactions between users
and items given the graphs with relation heterogeneity.

3.2 Heterogeneous Graph Relation Learning

3.2.1 Relation-Aware Embedding Initialization. To encode
the heterogeneous collaborative relations with the modeling of
high-order connectivity, we employ heterogeneous graph neural
networks to learn embeddings from the user-item graph G,;, user-
user graph Gy, and item-item graph Gij;. To begin with, we assign
id-corresponding embeddings e, e; € R? initialized by xavier
initializer [8], where d denotes the hidden dimensionality. The
node-specific embeddings form the initial embedding matrices
E) ¢ R™ and E? € R™d_The initial embeddings are fed into
different graph encoders for user-item domain, user-user domain,
and item-item domain. To highlight the differences in interactive
patterns between the three relation types, we train a self-gating
module [39] to derive the relation-aware embeddings for user-wise
social connections and item-wise semantic relations from the com-
mon initial embedding space, which are showned as follows:

E), =E) 0 0(ESWy +by); EX =E)0o(EIW,+by) (1)

where E),, € R™*4 and E?l. € R™4 are the embeddings for the
homogeneous graphs Gy, and G;; for user-wise and item-wise
relations, respectively. o(-) denotes the sigmoid activation function.
© denotes element-wise multiplication operation. W € R4 and
b, € R4 are the transformation and bias parameters. Through
the self-gating mechanism with multiplicative skip-connection [5],
embeddings EY,,, E?i not only share common semantic with initial
embeddings Eg,E? for user-item interactions, but also gain the
flexibility to characterize the user-user and item-item relations.

3.2.2 Heterogeneous Message Propagation. Among the above
initial embedding matrices, EJ, E(i) are used as input for the user-
item view, EJ,, and E{; are used as input for the user-user view
and the item-item view, respectively. We first apply a graph con-
volutional neural network as the encoder for three views of graph
structures. Without loss of generality, we elaborate the modeling
for user-item relation graph as an example. Specifically, given the
user-item interaction graph Gy;, our HGCL iteratively refine the
user and item embeddings with the message propagation as follows:

()

ol = 1 el el o 1 N
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where N, and N; denote the neighbor set of target nodes u and i,
respectively. efl, eg € R? denotes the embedding vectors of user u
and item i in the [-th iteration. eJ, e?
bedding matrices E?, E?, respectively. Inspired by the effectiveness
and efficiency of lightweight GCN [9] in CF recommendation, our
relation-aware message passing paradigm is configured without
transformation and non-linear activation. Analogously, the embed-

are row vectors of the em-

dings Efm for user-user graph and the embeddings Ef ; for item-item
graph are refined iteratively following the same GCN schema.

3.2.3 Heterogeneous Information Aggregation. Inspired by
the soft meta-path design in [11], the information in each iteration
is aggregated from heterogeneous relations. Through multiple it-
erations of heterogeneous message propagation, the high-order
embeddings preserve heterogeneous semantics with multi-hop con-
nections. In particular, the embddings of users and items are updated
through the following defined heterogeneous fusion procedure:

I+1

=I+1 =
E, =fESLELD; E7 = fEFLEN (3)

ii

where the refined embeddings in the [ + 1 iteration E,ljl € R™*d,
Ei“ € R™ integrate heterogeneous semantics and become the
input for the next layer. f denotes the heterogeneous information
fusion function. Here, to reduce the model complexity, we use
element-wise mean pooling as the fusion function f(-).

To further aggregate heterogeneous information with encoded
layer-specific representations (1 < [ < L), we generate the overall
embeddings of users and items as follows:

L gl L gl
L

E
Eu=E3+Z u E,~=E?+Z—l ()
= |[Eyll = [IE;]

where L denotes the maximum number of GCN iterations. The
output of each GCN layer are normalized. We add the initial embed-
dings EY, E? using skip connections. The above presented formulas
indicate the layer-specific representation aggregation for the user-
item interaction view. The embeddings of user-user social view
(i.e. Eyy) and the item-item dependency view (i.e. E;;) are obtained

through multi-order information aggregation in an analogous way.

3.3 Cross-View Meta Network

Our HGCL aims to enhance the collaborative filtering by incor-
porating the heterogeneous relational knowledge from both user
social connections and item external dependence. However, in real-
life user modeling scenario, the influence of user and item side
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Figure 1: The model flow of the proposed HGCL framework. HGCL includes three key components: (1) Heterogeneous graph
representation extraction and fusion by heterogeneous graph neural network on user-user graph, user-item graph and item-
item graph. (2) Meta network for personalized cross-view dependencies modeling between the auxiliary views and the in-
teraction view. (3) Jointly parameter optimization with adaptive contrastive learning between the heterogeneous relational

views.

information over the user-item interaction patterns may be differ-
ent among users. For example, some users are more likely to be
influenced by the recommendations from their social friends, while
others often adopt items based on their own preference. Therefore,
it is necessary to perform personalized knowledge transfer from
side information to guide the learning of user-specific preference.
Towards this end, we design a cross-view meta network to enable
the customized knowledge distillation from both user and item side.

3.3.1 Meta Knowledge Extraction. To generate personalized
mapping from the auxiliary views (user and item side information)
to the encoding of user-item interaction for each user and each item,
we first extract meta knowledge to preserve important features of
users and items w.r.t both the auxiliary views and interaction view.
Specifically, the distilled meta knowledge for the user-user relation
view and the item-item relation view is obtained as follows:

Muy = EullEuull ). e M =Eil[Eull D ew  (5)
ieN, ueN;

where My, € R™3d M;; € R<3d represent the meta knowl-
edge that encodes the context information to generate personalized
knowledge transfer functions for user and item side knowledge,
respectively. Motivated by [34], the meta knowledge contains the
node representation E,;;, E;; of the source domains (i.e. the user-
user and item-item relation view) as well as the embeddings of
the target user-item interaction view E,, E;. In addition, we incor-
porate the neighborhood information into the meta knowledge.
Specifically, the embeddings of the auxiliary domains character-
ize the users’ social influence and item semantic relatedness. The

embeddings of the user-item view captures the item-related inter-
active patterns of users. The additional neighborhood information
explicitly enhances the modeling of direct graph connections. By
collectively considering the three dimensions of information, the
meta knowledge is able to well-reflect the important contextual
signals for personalized cross-view knowledge transferring.

3.3.2 Personalized Cross-View Knowledge Transfer. In our
HGCL, the extracted meta knowledge is utilized to generate a pa-
rameterized knowledge transfer network with customized transfor-
mation matrices. The proposed meta neural network is

L (My) - W

mlp
2 Mz (©)
fmlp(Muu) g wuu
where f’:dp, fnlllp are meta knowledge learner consisting of two

fully-connected layers with PReLU activation function. The func-
tions take the meta knowledge My, as input, and output the cus-
tomized transformation matrices WM! e Rmxdxk wMz ¢ gmxixd
Both two parameter tensors contain m matrices for each of the m
users. The customized transformations are generated according to
the unique characteristics of the corresponding users and items to
realize the personalized knowledge transfer. The two sets of matri-
ces restrict the rank of the transformation to k < d, which not only
reduces the number of trainable parameters of meta knowledge
learnder and enhance the model stability. Inspired by the personal-
ized bridge function in [42], we leverage the generated parameter
matrices and a non-linear mapping function to build our customized



transfer network as follows:
Ej = o(Wi WiEw) Y]

where o(-) denotes the PReLU activate function. E% e Rmxd
contains the embeddings transformed by the customized mapping
function for the user-user social view. Then the customized embed-
dings are utilized to enhance the user embeddings encoded from the
user-item interactions. The fusion process for users is conducted
by the following weighted summation:

Egzau*Eu"'(l_au)*(Euu +EuMu); ®

where @, € R denotes the hyperparameter which controls the
weight between the user-item interaction view embedding and the
user-user social view embedding. Here the original embeddings
of user-user relation view is also utilized for better optimization.
El € R™*d represent the final embeddings used for the main task of
recommendation. The foregoing process elaborates the calculation
for cross-view user embedding customization. The cross-view item
embeddings E{\l’[ , Ef can be generated in a similar way.

3.4 Heterogeneous Relational Contrastive
Learning for Augmentation

34.1 Cross-View Contrastive Learning. To further enhance
the representation learning of our HGCL framework with more
supervision signals to mitigate the data sparsity issue, we design the
cross-view contrastive learning paradigm to enhance the robustness
of the heterogeneous relational learning with self-augmentation.
Concretely, the embeddings of the two auxiliary views (i.e. EM,
and Ef‘f ) are aligned with the embeddings of the user-item interac-
tion view (i.e. E;, and E;). With this design, the embeddings of the
auxiliary views serve as effective regularization to influence the
user-item interaction modeling with the self-supervised signals.
To capture the diverse user preference by considering the per-
sonalized cross-view knowledge transfer, we integrate the personal-
ized cross-view knowledge transfer with the contrastive learning in
our recommender system. In particular, the cross-view embedding
alignment is conducted in an adaptive way between different repre-
sentation views. The auxiliary-view-specific embeddings Ey,, E;;
are processed by the personalized mapping functions generated by
the meta network, to yield the personalized auxiliary embeddings
EM Ef\l/[ . The meta network is trained to filter noisy features in the

uu’
auxiliary views to match the user-item interaction view.

3.4.2 InfoNCE-based Contrastive Loss. With the help of our
heterogeneous graph relation learning and cross-view meta net-
works, we obtain two sets of embeddings for both users and items,
ie. E%, E,, for users, and Ei‘l/l ,E; for items. The embeddings are ob-
tained via encoding the user-item interaction data, and the user/item-
side auxiliary knowledge. Inspired by the success of recent con-
trastive self-supervised learning in recommendation [29, 32], we
propose to empower the user/item representation learning of our
HGCL method with the InfoNCE-based contrastive learning loss
between two representation views as follows:

Zl = Z —log

ueVy Zu’e‘Vu exp (s(euMu + €yu, el’,t)/r)

exp (s(e% + eyy, eu)/r)

©

where eM, € RY, e, € R? are the embedding vectors from the
matrices EM, and E,, respectively. s(-) denotes the similarity func-
tion, which can be inner product or cosine similarity. Here we use
cosine similarity as our s(-). 7 represents the temperature coeffi-
cient, which is capable of automatically identifying difficult nega-
tive samples. u” indicates negative samples with different indices.

Analogously, we can obtain the InfoNCE loss Li , of items aspect.

Finally, the total contrastive loss is L. = a1 *Lzl +ay *Li ;» Where

a1 and a2 denote two hyperparameters for weight tuning.

3.5 Optimization Objectives of HGCL

With the fused embeddings EF, Ef , our HGCL forecast the likeli-

hood of user u interacting with item i via dot-product: 7, ; = ef, Tef ,

where el and ef denote the final embedding vectors of user u and
item i from the fused embedding matrices. §,,; € R denotes the
score that indicates the likelihood of user u interacting with item
i. Larger gy,; reflects larger probability of interaction. To optimize
our HGCL with the recommendation task, we follow recent works
and adopt the Bayesian Personalized Ranking (BPR) [17] pair-wise
loss function. Specifically, each training sample is configured with
a user u, a positive item i* that the user has interacted with, and
a negative item i~ that the user has not interacted with. For each
training sample, we maximize the prediction score as follows:

-Ebpr = Z

(u,i*,i") €O

~In(sigmoid(Ju,i+ — Ju.i-)) + A1OI1*  (10)

where In(-) and sigmoid(-) denote the logarithm function and the
sigmoid function, respectively. A denotes a hyperparameter to de-
termine the weight of the regularization term. Combining the BPR
loss function with the augmented cross-view contrastive learning
loss, the overall training loss is presented as follows:

L :-Ebpr"'ﬁ*‘ECl (11)

3.6 Model Complexity Analysis

We give detailed analysis on the time complexity of our HGCL
model to measure the efficiency of our method. The heterogeneous
GNN module of HGCL employs a lightweight network structure,
which takes O((|Eyil + |Euul + |Eiil) X dXL) time. In the cross-
view meta network, the highest computational cost comes from the
meta network for personalized mapping function generation, which
takes O((m + n) x d? x k) time. In the heterogeneous relational
contrastive learning component, O (b X (m+n) Xd) time complexity
is needed in each batch (batch size d) to calculate the InfoNCE
loss across the heterogeneous relational views. Overall, the above
discussed first and third components are identical to the complexity
of state-of-the-art self-supervised GNN recommendation methods
(e.g., SGL [29]). The second module takes the complexity which is
close to the complexity of a vanilla GNN as k is typically small.

4 EVALUATION

In this section, we perform model evaluation to investigate the
effectiveness of our HGCL and baseline methods. We also analyze
the impact of key modules and model robustness. Our experiments
are designed to address the following research questions:



Table 1: Performance comparison of all methods on different datasets in terms of NDCG and HR.

Data |Metric| SAMN|DGRec|ETANN|NGCF |KGAT| MKR |GraphRec| DANSER|HERec|MCRec| HAN | HeCo | HGT |[MHCN|SMIN [HGCL
Ciao H@10(0.6576 | 0.6653 | 0.6738 |0.6945|0.6601{0.6793| 0.6825 0.6730 |0.6800| 0.6772 [0.6589|0.6867|0.6939 0.7053 |0.7108|0.7376
N@100.4561 | 0.4953 | 0.4665 |0.4894|0.4512|0.4589| 0.4730 0.4521 [0.4712| 0.4708 |0.4469|0.4867|0.4869| 0.4928 |0.5012|0.5261
Epinions H@10{0.7592|0.7603 | 0.7650 [0.7984|0.7510(0.7647| 0.7723 0.7714 ]0.7642| 0.7630 {0.7505|0.7998|0.8150( 0.8201 {0.8179|0.8367
N@10(0.5614 | 0.5668 | 0.5663 |0.5945|0.5578|0.5669| 0.5751 0.5741 ]0.5495] 0.5326 {0.5275]0.5910{0.6126| 0.6158 |0.6137|0.6413

Yelp H@10{0.7910{0.7950 | 0.8031 {0.8265|0.7881(0.8005| 0.8098 0.8077 ]0.7928| 0.7869 [0.7731|0.8359|0.8364 | 0.8344 |0.8478|0.8712
N@10{0.5516{0.5593 | 0.5560 [0.5854|0.5501(0.5635| 0.5679 0.5692 [0.5612| 0.5590 [0.5604|0.5847|0.5883| 0.5799 |0.5993|0.6310

Table 2: Statistics of experimented datasets

Dataset User # Item# Interaction# Sparsity
Ciao 6776 101415 265308 99.9614%
Epinions 15210 233929 630391 99.9823%
Yelp 161305 114852 957923 99.9948%

e RQ1: How does HGCL perform compared with existing meth-
ods?

o RQ2:Is it beneficial to incorporate key components in our HGCL
to boost the recommendation performance?

e RQ3: How doe HGCL perform in different environments with
varying sparsity degrees of user interaction data?

o RQ4: How does key hyperparameters affect model performance?

4.1 Experimental Settings

4.1.1 Datasets. In our experiments, our HGCL framework is eval-
uated on three real-world datasets from online platforms. We present
the data statistics in Table 2 and present the details of each dataset
as followed. Ciao and Epinions. They are two benchmark rec-
ommendation datasets collected from online review systems to
contain user rating behaviors over different items. The heteroge-
neous relations are generated from the contained user and item side
information, such as user trust relationships and item categorical in-
formation. Yelp. This dataset contains heterogeneous relations (e.g.,
user social relations, venue rating behaviors, business attributes) in
the recommendation scenario of local businesses on Yelp platform.

4.1.2 Baselines. To evaluate the validity of our proposed method,
we compare HGCL with various systems for comprehensive per-
formance comparison. The baseline details are described as below.

e SAMN [2]: This model designs attention-based memory network
to consider the difference of social influence among users for
improving the user-item interaction modeling.

e DGRec [19]: This approach utilizes recurrent neural network to
model dynamic interests of users and graph attention network
to model social influence for recommendation.

e ETANN [3]: It designs an adaptive transfer scheme from the
social domain to the encoding process of user-item interaction
patterns by considering user-user relationships.

o NGCEF [23]: We incorporate the social information among users
into the representative GNN-based collaborative filtering model.
The message passing is built based on graph convolutions.

o KGAT [22]: In this baseline, the item knowledge-based relation-
ships are incorporated into the graph attention mechanism for

enhancing recommender system.

e MKR [20]: It utilizes knowledge graph as the side information to
assist the recommendation with multi-task learning framework.
Different tasks are associated with cross and compress units.

e GraphRec [6]: This method jointly models the user-user social
graph and user-item interaction graph to reflect the relation
heterogeneity in recommendation.

e DANSER [30]: This recommender system learns two-fold of
social effects with user-specific and dynamic attentive weights
estimated via contextual multi-armed bandit.

o HERec [18]: It aims to encode heterogeneous information in
recommendation based on meta-path-based random walk.

o MCRec [10]: Co-attention mechanism is proposed to capture
the heterogeneous relationships in recommender system.

e HAN [24]: We apply this representative heterogeneous graph
neural network to generate user and item representations via
meta-path-based attention encoder.

e HGT [11]: It introduces heterogeneous mutual attention for mes-
sage passing scheme to refine user/item embeddings along with
diverse relations in the heterogeneous graph structures.

e HeCo [25]: It is a self-supervised method which integrates con-
trastive learning with heterogeneous GNNs to consider local and
high-order graph structures. Embeddings encoded with different
meta-path-based connections are used for contrasting.

e SMIN [15]: It is a self-supervised social recommender system
which incorporates auxiliary graph learning task into the main
task to improve the recommendation performance.

e MHCN [39]: In this recommender, a multi-channel hypergraph
convolutional network is designed to consider global relation-
ships among users based on motifs.

4.1.3 Hyperparameter Settings. Our HGCL model is implemented
using PyTorch. The model is optimized with Adam for parameter
learning. In the model implementation, the batch size and learning
rate is searched from {1024, 2048, 4096, 8192} and {4e-2, 4.5e-2, 5e-2,
5.5e-2, 6e-2}, respectively. The embedding size is tuned from the
range of {8, 16, 32, 64, 128}. The number of graph neural network
layers is selected from {1, 2, 3}. Additionally, the coefficient f of con-
trastive loss is selected from {0.2, 0.25, 0.3, 0.35, 0.55, 0.6, 0.65}. The
dimension of low rank matrix decomposition of meta knowledge
extraction is chosen from {1, 2, 3, 4, 5}.

In our evaluation settings, one positive (interacted) item and
99 negative (non-interacted) items are sampled for each user for
performance evaluation. To measure the recommendation accuracy
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Figure 2: Performance comparison with respect to different data sparsity degrees on three datasets.

Table 3: Ablation study on key components of HGCL

Data Ciao Epinions Yelp
Metric HR NDCG HR NDCG HR NDCG
w/o-cl 0.7124  0.5015 | 0.8176  0.6166 | 0.8471 0.6030

w/o-meta | 0.7215  0.5135 | 0.8247  0.6282 | 0.8585  0.6218
w/0-ii 0.7116 ~ 0.5055 | 0.8245  0.6317 | 0.8573  0.6188
w/o-uu 0.7149  0.5047 | 0.8285  0.6266 | 0.8533  0.6208
HGCL 0.7376  0.5261 | 0.8367 0.6413 | 0.8712 0.6310

of different methods, two widely-adopted metrics HR(Hit Ratio)
and NDCG (Normalized Discounted Cumulative Gain) are used.

4.2 Performance Comparison (RQ1)

Table 1 reports the performance of all compared methods on differ-
ent datasets for item recommendation. From the evaluation results,
we summarize the following key observations:

e Our HGCL consistently achieves the significant performance im-
provement compared with state-of-the-arts. We attribute these
improvements to the design of heterogeneous graph contrastive
learning: (1) HGCL allows recommender system to perform effec-
tive knowledge transfer among heterogeneous relationships to
help model user preference; (2) the adaptive contrastive learning
has great ability to improve recommendation performance with
self-supervision signals between heterogeneous relation views.

e Heterogeneous graph neural network-based methods (e.g., HeCo,
HGT, SMIN) often offer better performance than other alternative
approaches (e.g., SAMN, KGAT, DANSER), which justifies the ef-
fectiveness of incorporating heterogeneous relational knowledge
of social influence and item semantic relatedness from user and
item side into the recommender system.

e As can be seen, the observed superior performance of MHCN
and SMIN indicates the rationality of augmenting user-item in-
teraction encoding with self-supervised learning technique. The
performance gap between our HGCL and those self-supervised
learning-enhanced recommenders validates that adaptive self-
supervised signal distillation indeed boosts the performance with
contrastive personalized knowledge transfer.

4.3 Ablation Study (RQ2)

We conduct ablation study to validate that the consideration of
customized contrastive learning heterogeneous relationships is
essential and benefit the performance, as elaborated below:
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Figure 3: Hyperparameter study of the HGCL.

o w/o-meta: We do not include the meta network in HGCL to allow
the personalized knowledge transfer in our developed contrastive
learning augmentation across heterogeneous relational views.

e w/o-cl: We disable the contrastive learning in our model to cap-
ture the cross-view dependency between the auxiliary informa-
tion and user-item interaction modeling.

e w/o-ii: In this variant, we do not include the item-item graph Gi;;
to capture the knowledge-aware dependency among items for
guiding the learning process of user preference.

e w/o-uu: In this variant, we do not include the user-user graph
Guu to consider the social influence among users to help encode
the user-item interaction patterns.

The recommendation performance of HGCL framework and
compared variants are presented in Table 3. In all cases, the perfor-
mance of HGCL is superior to w/o-cl, reflects the rationalities of our
heterogeneous graph contrastive learning for effective augmenta-
tion with cross-view knowledge transfer. w/o-meta performs worse
than HGCL on different datasets. This result is consistent with our
assumption that user/item-specific customized knowledge transfer
is helpful to learn user representations. HGCL achieves consistent
gain over w/o-ii and w/o-uu, which implies the necessity of con-
sidering heterogeneous side information into the recommender
system to guide the encoding of user preference.

4.4 Performance varying Data Sparsity

In this section, we evaluate the performance of different methods
when varying the data sparsity degrees of user interaction data.
We divide the set of users into five groups to represent diverse
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Figure 4: Case study on Ciao dataset to visualize the learned contrastive transformation matrices sampled from different users
to reflect the diverse social influence. (a): Four users who are more likely to be influenced by their social relations; (b): Four
users who are less likely to be influenced by their social relations. (c): The embeddings generated from auxiliary view will be
transformed for representation contrasting for self-supervision augmentation of user-item interaction modeling.

user active degrees. The performance comparison results between
HGCL and several baselines are shown in Figure 2. The recom-
mendation accuracy of each method is presented in the right side
of y-axis with lines. The left side y-axis represents the number of
average number of interactions in each user group with bars. It
is obvious to see the superior performance of our method under
different sparsity environments. The improvements of HGCL may
come from the contrastive learning-enhanced cross-view knowl-
edge transfer, because it can effectively capture the user-specific
social influence and item-specific semantic relatedness. Therefore,
through the conducted experiments, HGCL is able to maintain a
decent performance even with sparse user-item interactions.

4.5 Hyperparameter Analysis

We further perform parameter sensitivity analysis to show the
impact of hidden state dimensionality, the number of graph propa-
gation layers, and low-rank dimension. The results are shown in
Figure 3. From the results, we make the following conclusions.

o Hidden State Dimensionality. The hidden state dimensional-
ity d is selected from 8 to 128. We can notice that the model
performance firstly increases and then reaches saturation when
d = 32. Hence, properly enlarging the embedding dimension
size can boost the recommendation performance, but not always
being performance gain due to model overfitting.

e The Number of Graph Propagation Layers. In graph neural
architecture, the number of propagation layers is searched from
1 to 3. The curves depicts that the model achieves the better per-
formance by stacking two layers. This suggests that more layers
could capture the high-order neighbors and semantic informa-
tion. However, deeper GNN architecture can lead to the model
over-smoothing and induce noise to the feature representation.
e Low-rank Decomposition Dimension. We can observe that

the parameter study on the low-rank decomposition dimension
k indicates that the best performance is obtained with k = 3.

Smaller value of k may not be sufficient to learn the complex
transformation information.

4.6 Qualitative Evaluation

In our evaluation, we perform case studies on Ciao dataset to visu-
alize the learned personalized contrastive transformation matrix
(R16%16) to reflect the diverse influence between the auxiliary view
(e.g., social relationships) and the user-item interaction view. In
Figure 4, we sample four users who are more (e.g., u14s1, u3033)/less
(e.g., u233, uzss) likely to be influenced by social relationships when
adopting items. The corresponding personalized contrastive trans-
formation matrices of different users are visualized to capture di-
verse knowledge transfer between the social view and interaction
view. We can observe that larger values in the learned contrastive
transformation matrix indicate larger social influence for this user.
With the integration of meta network and contrastive learning, the
adaptive contrastive data augmentation can be realized based on
the personalized characteristics of users.

5 CONCLUSION

In this paper, we study the problem of graph representation learn-
ing for recommendation with the consideration of heterogeneous
relations. To solve this problem, a novel heterogeneous graph con-
trastive learning model (HGCL) is proposed to transfer knowledge
from side information to the user-item interaction modeling in an
adaptive way. In our HGCL, we propose to identify the informative
heterogeneous relations to augment collaborative filtering para-
digm. Our experiments on real-world datasets validate that our
HGCL outperforms state-of-the-arts by a large margin. In-depth
analysis validates the robustness of our model in alleviating data
sparsity. One interesting direction for future work is to explore and
disentangle the real interest and conformity, by incorporating het-
erogeneous relationships in recommender systems to alleviate the
popularity bias from noisy interaction data of users. Furthermore,
in future work, it is also interesting to explore confounding effects
for heterogeneous relational learning in recommender systems.
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