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ABSTRACT
Machine reading comprehension requires systems to understand
the given passage and answer questions. Previous methods mainly
focus on the interaction between the question and passage. How-
ever, they ignore the deep exploration of cognitive elements behind
questions, such as fine-grained reading skills (this paper focuses
on narrative comprehension skills) and implicitness or explicitness
of the question (whether the answer can be found in the passage).
Grounded in prior literature on reading comprehension, the under-
standing of a question is a complex process where human beings
need to understand the semantics of the question, use different read-
ing skills for different questions, and then judge the implicitness of
the question. To this end, a simple but effective Leader-Generator
Network is proposed to explicitly separate and extract fine-grained
reading skills and the implicitness or explicitness of the question.
Specifically, the proposed skill leader accurately captures the seman-
tic representation of fine-grained reading skills with contrastive
learning. And the implicitness-aware pointer-generator adaptively
extracts or generates the answer based on the implicitness or explic-
itness of the question. Furthermore, to validate the generalizability
of the methodology, we annotate a new dataset named NarrativeQA
1.1. Experiments on the FairytaleQA and NarrativeQA 1.1 show
that the proposed model achieves the state-of-the-art performance
(about 5% gain on Rouge-L) on the question answering task. Our an-
notated data and code are available at https://github.com/pengwei-
iie/Leader-Generator-Net.
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1 INTRODUCTION
Machine Reading Comprehension (MRC) hasmade significant strides
[8, 26–28, 34, 41, 43], which focuses on teaching systems to under-
stand the given passage and answer questions [8]. Different from
the retrieval question answering system based on pattern matching,
MRC is more about the ability of language comprehension and
reasoning [19]. It is a critical step to train MRC systems that assist
users in a variety of scenarios [19, 35], including voice assistant,
intelligent customer service, search engine, etc.

In recent years, some researches [17, 34, 42] aim to make interac-
tions between the question and passage from shallow to deep. Seo
et al. [34] first introduce a bidirectional attention flow forMRC. Liao
et al. [17] propose to construct a heterogeneous structure to make
a deeper interaction. Most of these methods rely on the interaction
between the question and passage or refining the key evidence from
the passage. However, little is known about exploring the elements
behind the question (e.g., fine-grained reading skills (details are in
Section 2.1) and implicitness or explicitness of the question).

Grounded in prior literature in reading comprehension [14, 36],
the understanding of a question is a complex process [11] where
human beings need to understand the semantics of the question
[14], use different reading skills [36, 39] (e.g., action or character)
for different questions, and then judge the implicitness of the ques-
tion [41]. Specifically, Purves et al. [29] and Vähäpassi [37] divide
the reading task into three levels, each of which examines different
reading skills that are utilized to answer the corresponding ques-
tions in a targeted way. In addition, implicitness or explicitness of
the question indicates whether the answer can be extracted directly
from the given passage, which can determine how the model out-
puts the answer [41]. As shown in Figure 1, an example is presented
to illustrate the above process. Given the question and passage, the
system should explore the cognitive elements in the step one, then
make an answer in the step two. In this example, the reading skill is
Actionwhich indicates that the skill could be utilized to answer about
behaviors or information about that behavior. And the question is
explicit, which means the answer could be extracted from the pas-
sage. Therefore, the understanding of the question should not only
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Imp or Exp: Explicit

Context

Question
What did the King give orders 
to do if anyone is seen riding a
cock and carrying a bagpipe?

...  and there the King
had given strict orders that if
anyone should be seen riding a
cock and carrying a bagpipe he
was to be chased away and shot
at, and on no account to be
allowed to enter the palace.

Step 1

Implicit (Imp) or explicit (Exp)？

Need which reading skill？

Step 2

Skills: Action skill

He was to be
chased away
and shot at, and
on no account to
be allowed to
enter the palace.

Answer

 

Cognitive Elements

(1) Which reading skill
should be consider?
(2) May answer directly 
obtain from context?

Figure 1: An example from FairytaleQA. In the first step, the
system simulates the reading process of humans. Then, it
predicts an answer in the second step.

be limited to its context, but also needs to excavate fine-grained
reading skills and the implicitness or explicitness of the question.

In this paper, we propose a novel Leader-Generator Network
(LGNet) to separate and extract the fine-grained reading skills and
the implicitness or explicitness of the question. The proposed model
consists of a skill leader, context encoder, implicitness encoder
and implicitness-aware pointer-generator. Specifically, the skill
leader aims to capture the difference and semantic representation
of fine-grained reading skills with contrastive learning. The context
encoder based on the pre-trained language model is used to obtain
contextual information. Then, the implicitness encoder learns to
determine whether the question is implicit, which is leveraged in
the implicitness-aware pointer-generator to output the final answer.

The contributions can be summarized as follows:
• Mimicking human reading processes, the proposed LGNet
explicitly explores two elements from the question, including
fine-grained reading skills and implicitness or explicitness.

• The Skill Leader based on contrastive learning can accurately
capture the difference and semantics of fine-grained reading
skills.

• The Implicitness-aware Pointer-Generator can adaptively
extract or generate the answer based on the implicitness or
explicitness of the question.

• We annotate a new dataset called NarrativeQA 1.1. Experi-
ments on two datasets show that the proposedmodel achieves
the state-of-the-art (SOTA) performance significantly.

2 RELATEDWORK
2.1 Narrative MRC Datasets
Recently, MRC has attractedmuch interest with a variety of datasets,
such as SQuAD [31], NarrativeQA [12] and FairytaleQA [41]. Nowa-
days, research into narrative question answering [12, 13, 41] has

grown rapidly, whose narrative writing style of book stories differs
from the formal texts in Wikipedia and news, which demands a
deeper understanding capability [21]. Considering the rich annota-
tion in the FairytaleQA [41] whose reading skills and implicitness
or explicitness of the question can be utilized, we focus on the ques-
tion answering task on FairytaleQA. To validate the generalizability
of the methodology, we annotate a new dataset named NarrativeQA
1.1 which contains the same reading skills as FairytaleQA. Specifi-
cally, the definitions of each reading skill is described as follows.
Character questions ask test takers to identify the character of the
story or describe characteristics of characters.
Setting questions ask about a place or time where/when story
events take place and typically start with “Where” or “When”.
Action questions ask about characters’ behaviors or information
about that behavior.
Feeling questions ask about the character’s emotional status or re-
action to certain events and are typicallyworded as “How did/does/do
. . . feel”.
Causal relationship questions focus on two events that are causally
related where the prior events causally lead to the latter event in
the question. This type of questions usually begins with “Why” or
“What made/makes”.
Outcome resolution questions ask for identifying outcome events
that are causally led to by the prior event in the question. This type
of questions are usually worded as “What happened/happens/has
happened...after...”.
Prediction questions ask for the unknown outcome of a focal event,
which is predictable based on the existing information in the text.

2.2 MRC Models
In general, MRC models contain four key modules [19]: embed-
dings, feature extraction, context-question interaction and answer
prediction. And main-stream studies mainly focus on the embed-
ding layer [44, 45] or context-question interaction layer [17, 34]. For
instance, Zhang et al. [45] introduce the syntax-guided information
on MRC. MHPGM [2] uses a multi-attention mechanism to perform
multiple hops of reasoning on narrative qa. Liao et al. [17] propose
to leverage the heterogeneous structure to make a deeper interac-
tion. These methods focus on using the external knowledge base
or capturing the key evidence from the passage. However, little is
known about exploring the cognitive elements behind the question.
In this paper, we focus on explicitly extracting fine-grained reading
skills and implicitness or explicitness of the question.

2.3 Contrastive Learning
Contrastive learning can map positive pairs closer, while pushing
apart negative pairs, which has been widely utilized in NLP tasks
[3, 6, 7, 10]. SimCSE [6] designs a simple approach that predicts the
input sentence itself. DeCLUTR [7] presents a self-supervised objec-
tive for learning universal sentence embeddings. In addition, some
researches [9, 16] propose a loss for supervised learning by leverag-
ing label information. PairSCL [16] designs a supervised contrastive
learning model to learn the sentence embedding. Our method is
structurally similar to that used in [16] for supervised contrastive
learning, with modifications for supervised classification.
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What did Kintoki do because he fell in love
with a beautiful lady? [SEP] Passage

Original example

What did Kintaro use the large axe
for? [SEP] Passage

Positive example

Why did the animals follow Kintaro into
the mountains? [SEP] Passage

Negative example

Action Action Causal relationship

BERT Encoder BERT Encoder BERT Encoder

Contrastive Loss

Pull
Pus

h

Linear & Softmax Linear & Softmax

... ...

Cross Entropy Loss Cross Entropy Loss

(Q, P),(Q*,P*),(Q^, P^) ... 

Reference Set

Skill Leader

What did Kintoki do because he fell in
love with a beautiful lady? [SEP] Passage

Context Encoder Implicitness Encoder Implicitness-aware 
Pointer-Generator

Buy some flowers.

Figure 2: The overview of our framework. The dotted box represents the details of the skill leader.

3 PROBLEM FORMULATION
Given a question Xq = {x

q
1 ,x

q
2 , . . . ,x

q
N } and a passage Xp =

{x
p
1 ,x

p
2 , . . . ,x

p
M }, where N andM mean the length of question and

passage, respectively. The answer hasO wordsXa = {xa1 ,x
a
2 , . . . ,x

a
O },

and corresponding skill label and implicitness label of the question
are ys and ym , respectively. The proposed model generates an out-
put sequence Y = {y1,y2, . . . ,yZ } conditioned on the separated
fine-grained reading skills and the implicitness or explicitness of
the question, where z is the length of the answer.

4 APPROACH
The framework is described in Figure 2, which consists of the Skill
Leader, Context Encoder, Implicitness Encoder and Implicitness-
aware Pointer-Generator. The training of the model is divided into
two stages. In the first stage, the skill leader makes a pretraining to
learn the semantics of fine-grained reading skills with contrastive
learning, which will be leveraged to make a guidance in stage two.
In the second stage, the context encoder obtains the contextual
representation between the question and passage. Then, the implic-
itness encoder aims to distinguish implicitness from explicitness of
the question. Finally, implicitness-aware pointer-generator outputs
the answer with the separated reading skills and implicitness or
explicitness of the question.

4.1 Training Stage I
In the first training stage, we make a pretraining to the skill leader.

4.1.1 Skill Leader. Based on supervised contrastive learning, the
proposed skill leader can accurately capture the difference and
semantics of fine-grained reading skills that are utilized to make
a guidance to answer the different questions with different skills.
The details are as follows.
Skill References. Considering the rich annotation of the question
in the FairytaleQA, the straightforward approach to generate pos-
itive samples is to annotate questions that explicitly require the
same reading skills. Therefore, we directly construct the positive
reference set with the same labels. The negative reference set can
be randomly sampled with different class.
Skill Supervised Contrastive Learning. Motivated by the re-
searches that extend the self-supervised batch contrastive approach
to the fully-supervised setting to effectively leverage label informa-
tion, we adopt supervised contrastive learning objective to accu-
rately capture the semantic representation of the reading skills.

Given the reference set that contains batch-size instances B,
each of them is denoted as (Xq ,Xp ,ys )i ∈B , where i = {1, . . . ,K}

is the indices of the samples and K is the batch-size, ys indicates
the reading skill label of the instance. Following BERT [5], we add
the start token ([CLS]) and separate the question Xq and passage
Xp with a special token ([SEP]), the total length of the input is
T = (N +M + 2). The BERT encoder takes Xq , Xp as inputs and
computes the contextual representations, leading to a series of
contextual hidden states (h1, . . . ,hT ), as:

ht = BERT([CLS],Xq , [SEP],Xp ) (1)
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where T is the total length of the input, ht ∈ Rd is the t-th token
in the input, and d is the hidden size.

The summary representation of the input, defined as д, can be
computed via a mean-pooling operation on all token representa-
tions:

д = Mean-pooling(h1, . . . ,hT ) (2)
In the first training stage, we randomly sample a batch I of K

examples (Xq ,Xp ,ys )i ∈I={1, ...,K } as described above. We denote
the set of positives as P = {p : p ∈ I,ysp = ysi ∧ p , i}, with size
|P |. The supervised contrastive loss on the batch I is defined in
the following:

ℓi,p =
exp(sim(дi ,дp )/τ )∑

k ∈I/i exp(sim(дi ,дk )/τ )
(3)

where дi means the summary representation of the i-th sample.
sim(дi ,дp ) = (дTi ·дp ) denotes the cosine similarity of two vectors.
ℓi,p indicates the likelihood that sample i is most relevant with the
sample p, and τ is the temperature hyper-parameter. The larger
the τ value, the smaller the dot product, and the more difficult the
comparison becomes.

After obtaining ℓi,p , the supervised contrastive loss LSCL is ob-
tained for every sample among the batch I, which can be calculated
as follows:

LSCL =
∑
i ∈I

−log
1
|P |

∑
p∈P

ℓi,p (4)

Cross-entropy Loss. The cross-entropy loss is also leveraged to
consider the explicit force in discriminating various classes, as:

LCE =CrossEntropy (MLP(д),ys ) (5)

Finally, the overall loss of first training stage is an average ofCE
and the SCL loss, as:

Ls = LSCL + LCE (6)

4.2 Training Stage II
In the second training stage, the parameter of the skill leader is
fixed. We focus on the question answering.

4.2.1 Context Encoder. The context encoder Encctx captures the
contextual representations of the question and passage. Similarly,
Encctx is utilized to encode each token to obtain contextual rep-
resentations (h′1, . . . ,h′T ), like Equation 1. Then, to enable the
model to adaptively answer different questions based on different
reading skills, we incorporate the skill-aware representation ht (in
Equation 1) to make a guidance for subsequent prediction, as:

ft =MLP (ht ,h
′
t ) (7)

where ft is the representation which combines the contextual in-
formation and semantics of reading skills.

4.2.2 Implicitness Encoder. The implicitness encoder focuses on
capturing the implicit or explicit relationship between the question
and passage. Generally, explicit questions revolve around a specific
fact in the text, and implicit questions require the evidence that is
only implicit behind the context.

Specifically, the representation of implicit relationship between
the question and passage h̃t is calculated by Encimp that has the

same architecture but differnet parameters with Encctx, as:

h̃t = Encimp([CLS],X
q , [SEP],Xp ) (8)

Then, a softmax function predicts the probability distribution of
implicitness of the question ŷm , as:

ŷm = Softmax(WT
mh̃1 + bm ) (9)

whereWm ∈ Rd×j , bm ∈ R j , ŷm ∈ R j , j = 2, which means the
probability distribution that the question belongs to implicit or
explicit, h̃1 is the [CLS] representation.

4.2.3 Implicitness-aware Pointer-Generator. The implicitness-aware
pointer-generator is able to adaptively copy words from the source
text, while simultaneously retaining the ability to generate novel
words through the vocabulary. Inspired by the work PGNet [33],
the implicitness-aware pointer-generator makes an advancement
in the calculation on the generation probability pgen ∈ [0, 1]. The
original work leverages the context vector to obtain the pgen which
is used as a soft switch to choose between generating a word from
the vocabulary, or copying a word from the input sequence. How-
ever, this method only relies on hidden states of context, and it
is also lacking explainability. Intuitively, implicitness or explicit-
ness of the question indicates whether the answer can be extracted
directly from the given passage or generated, which can deter-
mine how the model outputs the answer. Therefore, the proposed
implicitness-aware pointer-generator regards the probability distri-
bution ŷm ∈R j (j = 2) (in Euqation 9) as the soft switch pgen and
(1 − pgen).

Specifically, the probability of the implicitness can be defined
as pgen, and the probability of the explicitness is regarded as (1 −
pgen). We obtain the final probability distribution over the extended
vocabulary in the following:

p
(
yz |y<z, f t , ŷ

m )
= pgenPvocab + (1 − pgen)α z (10)

where z indicates the decoding timestep, f t can be seen in Equation
7, ŷm can be seen in Euqation 9. α z denotes the cross attention
of last hidden layer in the context encoder in the z-th decoding
timestep. And Pvocab is a probability distribution over all words in
the vocabulary, as:

Pvocab = Decoder(W y<z , f t ) (11)

whereW y<z denotes the embeddings of the generated tokens.
The cross-entropy loss of the implicitness recognition and an-

swer generation are optimized as:

L1 = −ym log ŷm (12)

L2 = −

Z∑
z=1

logp
(
yz |y<z , f t , ŷ

m )
(13)

where ym is the implicitness label of the question.
In the second training stage, we combine the above two loss

functions as the final joint objective, as: Ls = λ1L1 + λ2L2. λ1
and λ2 are two hyper-parameters for controlling the weight of the
tasks.
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Table 1:Core statistics of the FairytaleQA,which has 278 books and
10,580 QA-pairs. S.D. presents Standard Deviation.

FairytaleQA
Dataset

Total

278 Books with 10,580 QA-pairs

Mean S.D. Min Max

# section per story 15.6 9.8 2 60
# tokens per story 2305.4 1480.8 228 7577
# tokens per section 147.7 60.0 12 447
# questions per story 41.7 29.1 5 161
# questions per section 2.9 2.380 0 18
# tokens per question 10.5 3.2 3 27
# tokens per answer 7.2 5.8 1 70

5 EXPERIMENT
5.1 Dataset
To demonstrate the effectiveness of our work, FairytaleQA bench-
mark dataset is mainly chosen. Furthermore, to validate the gener-
alizability of the proposed model, another narrative-related dataset,
NarrativeQA, is annotated with the same reading skills as Fairy-
taleQA, which is called NarrativeQA 1.1.

NarrativeQA 1.1. NarrativeQA [12] is one of the narrative-related
datasets, which is generated by crowd workers who wrote QA pairs
according to summaries of books or movie scripts. However, the
original dataset lacks of the reading skill label. To further validate
the generalizability of Leader-Generator Net, we employ three an-
notators who have background knowledge to label the dataset, and
then construct a new dataset called NarrativeQA 1.1. Considering
the questions are all implicit, annotators ignore this factor. The final
results are determined by majority voting, the data is retained when
the results of two of them are consistent. In case three annotators
reached three different conclusions, the example will be discarded.
Finally, NarrativeQA 1.1 consists of 21,841 questions (9,490 training
examples, 3,461 validation examples and 8,890 test examples), cov-
ering seven types of narrative reading skills. And the constructed
dataset will be released after reviewing for further research 1.

FairytaleQA. We evaluate our model and compared approaches
on the FairytaleQA dataset [41], a dataset focusing on narrative
comprehension generated by educational experts. The dataset con-
sists of 10,580 explicit and implicit questions, covering seven types
of narrative reading skills (details can be seen in Section 2.1). Fol-
lowing the official dataset [41], the train/validation/test dataset
partition is split with a QA ratio of roughly 8:1:1. The overall statis-
tics of the FairytaleQA examples are shown in Table 1.

5.2 Evaluation Metrics
(1) For the answer generation task, the BLEU-n (B-n) [24], Rouge-L
(R-L) [18] and METEOR [1] are utilized as our main metrics, which
are widely used for evaluating the quality of language generation.
Following the paper [41], we use background color to highlight the
column of Rouge-L results in Table 2. (2) For the skill recognition
task and implicitness determination task, prediction accuracy (ACC)
is leveraged in the analysis experiment.
1https://github.com/pengwei-iie/Leader-Generator-Net

5.3 Experimental Setting
We utilize the BART [15] (BART-large) as the context encoder and
decoder following paper [41] with Pytorch [25] framework. Since
BART outperforms other model architectures in the QA task of
FairytaleQA [41], we decide to use BART-large as the backbone
for our fine-tuned Leader-Generator Network. For FairytaleQA,
the epoch is set to 10 with the learning rate as 5e-6 and a linear
warmup with 100 steps. The batch size of training is 1. The AdamW
[20] optimizer is used for training with β1 = 0.9, β2 = 0.999 and
ϵ = 1e-8. The hyper-parameters λ1 and λ2 in the training objective
are set to 0.5 and 0.5, respectively. As for the first training stage, the
BERT-base is utilized. The batch size is set to 32, with the learning
rate 5e − 5. Other parameters are the same as the paper [16].

For NarrativeQA 1.1, considering the questions are all implicit,
the hyper-parameters λ1 and λ2 are set to 0 and 1, respectively.
The epoch is set to 3 and the learning rate is set to 5e-5. All other
remaining parameters are the same as the setting of FairytaleQA.
We use Tesla V100-32G GPU to implement our experiments. The
source code2 is released to facilitate future work.

5.4 Baselines
We provide baselines that contain three types, including lightweight
models (trained with FairytaleQA), Pre-trained Language Models
(PLMs) (directly evaluate, following the paper [41]) and fine-tuned
models for comparison.
Seq2Seq [4]: A RNN Encoder–Decoder framework that widely
used in the natural language generation task.
Transformer [38]: The standard Transformer model.
BERT [5]: A widely used pre-trained language model on compre-
hension tasks.
DistilBERT [32]: A variation of BERT which is a smaller PLM.
Masque [22]: Masque is based on multi-source abstractive summa-
rization and learns multi-style answers together.
BART [15]: A sequence-to-sequence framework which is effective
on text generation and comprehension tasks.
T5 [30]: T5 is a unified textto-text pre-training framework that
covers all text-based language problems. We use T5-base from Hug-
gingFace Transformers [40].
ProQA [46]: ProQA is a unified QA paradigm that takes a unified
structural prompt as the bridge and improves the QA-centric ability.
Pea-QA [23]: Pea-QA studies parameter-efficient transfer learning
over text for abstractive question answering using adapters.
BART on NarrativeQA [41]: A variation of the BART fine-tuned
on NarrativeQA dataset, which is a strong baseline. Note: we have
done two variations during the experiment in NarrativeQA 1.1.
One is the model that fine-tuned on NarrativeQA. Another is the
approach which is reproduced by adding the skill recognition loss
for a fair comparison (as shown in Table 2 ∗) with ours.
BART on FairytaleQA [41]: BART fine-tuned on FairytaleQA
dataset, which is the SOTA model. Note: we also have done two
variations. One is the model in the paper [41] (as shown in Ta-
ble 2 †). Another is the approach which is reproduced by adding
the skill recognition loss and implicitness determination loss for a
fair comparison (as shown in Table 2 ‡) with ours (the number of
parameters is almost the same as the LGNet).
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Table 2: Performance on the validation and the test set on FairytaleQA and NarrativeQA 1.1. We report the results of the BLEU-
n, Rouge-L and METERO. † refers to the method in the paper [41], which is the SOTA model. ‡ refers to the approach which
is reproduced with the skill recognition loss and implicitness determination loss on FairytaleQA for a fair comparison with
ours. ∗ refers to the approach which is reproduced with the skill recognition loss on NarrativeQA 1.1.We use background color
to highlight the column of Rouge-L results [41].

NarrativeQA 1.1 Validation NarrativeQA 1.1 Test
B-1 B-2 B-3 B-4 Rouge-L METEOR B-1 B-2 B-3 B-4 Rouge-L METEOR

Lightweight Models
Seq2Seq [4] 16.10 - - 1.40 13.29 4.22 15.89 - - 1.26 13.15 4.08
Transformer [38] 23.10 6.01 2.64 1.83 11.51 6.47 21.08 4.87 1.98 0.85 10.94 5.89

Fine-tuned Models
ProQA [46] - - - - - - - - - - 50.10 -
Pea-QA [23] - - - - - - - - - - 51.50 -
Masque [22] - - - - - - - - - - 54.70 -
T5 [30] 47.58 33.72 21.66 13.25 48.27 21.56 49.25 35.91 23.18 16.30 49.43 22.43
BART-NarrativeQA [41] 51.52 38.68 29.28 22.26 55.92 25.92 53.66 41.57 32.57 25.76 56.79 26.51
BART-NarrativeQA [41] ∗ 55.50 41.31 31.92 25.08 56.84 26.36 54.04 43.59 34.28 27.04 57.09 27.35
Leader-Generator Net (LGNet) 56.29 43.67 34.03 26.66 61.16 28.51 58.12 46.46 37.35 30.16 62.20 28.83

FairytaleQA Validation FairytaleQA Test
B-1 B-2 B-3 B-4 Rouge-L METEOR B-1 B-2 B-3 B-4 Rouge-L METEOR

Lightweight Models
Seq2Seq [4] 25.12 6.67 2.01 0.81 13.61 6.94 26.33 6.72 2.17 0.90 14.55 7.34
Transformer [38] 21.87 4.94 1.53 0.59 10.32 6.01 21.72 5.21 1.74 0.67 10.27 6.22

Pre-trained Language Models
DistilBERT [32] - - - - 9.70 - - - - - 8.20 -
BERT [5] - - - - 10.40 - - - - - 9.70 -
BART [15] 19.13 7.92 3.42 2.14 12.25 6.51 21.05 8.93 3.90 2.52 12.66 6.70

Fine-tuned Models
T5 [30] 41.39 35.22 33.16 31.05 43.19 22.17 43.28 37.07 34.56 32.10 43.76 23.58
BART-NarrativeQA [41] 45.34 39.17 36.33 34.10 47.39 24.65 48.13 41.50 38.26 36.97 49.16 26.93
BART-FairytaleQA [41] † 50.55 43.30 41.23 38.29 53.88 27.09 54.04 45.98 42.08 39.46 53.64 27.45
BART-FairytaleQA [41] ‡ 51.57 44.49 41.96 39.67 54.76 27.14 55.21 47.08 43.57 40.34 55.61 28.11
Leader-Generator Net (LGNet) 55.78 49.70 46.66 44.48 59.83 30.32 58.43 51.92 48.54 45.96 60.97 31.36

Human [41] - - - - 65.10 - - - - - 64.40 -

5.5 Main Comparison
Results on NarrativeQA 1.1. For NarrativeQA 1.1 dataset, SOTA

models [22, 23, 46] and PLMs [30, 41] are as baselines to compare
with our LGNet. From Table 2, it can be concluded that the perfor-
mance of our LGNet outperforms baselines remarkably. In addition,
to make a fair comparison, BART-NarrativeQA∗ is reproduced by
adding skill recognition loss with a softmax function. Apparently,
compared with BART-NarrativeQA, our model achieves about 5.41%
gain on Rouge-L on the test set, which suggests that capturing the
semantics of reading skills is beneficial for the QA task.

Results on FairytaleQA. The main results on the validation set
and the test set of the FairytaleQA dataset are shown in Table 2.
Note that, the evaluation metric is only Rouge-L in the paper [41].
Therefore, the results are reproduced by ourselves in the exper-
iments, and we achieve consistent performance with the paper.

As shown in Table 2, for lightweight models (Seq2Seq and Trans-
former) and PLMs (directly evaluate, following the paper [41]), the
performance is relatively low, which indicates their insufficient
comprehension ability on narrative reading skills, and they are still
far from human performance. Compared to SOTA models, LGNet
obtains SOTA performance on all the evaluation metrics signifi-
cantly, which achieves 5.62% gain on B-4 and 5.36% gain on Rouge-L
on the test set. It is worth noting that the LGNet has closed the gap
to 4% compared with human performance, which is smaller than
the report (around 12%) in the paper [41].

6 ANALYSES
In this section, to validate the effectiveness of the model’s compo-
nents, we conduct an ablation study on the two datasets. In other
analyses, we focus on the new and challenging dataset FairytaleQA.
Some analyses on NarrativeQA 1.1 can be seen in the Appendix.
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Table 3: Results of ablation study on each component on the validation and test set of the FairytaleQA and NarrativeQA 1.1.

NarrativeQA 1.1 Validation NarrativeQA 1.1 Test
B-1 B-2 B-3 B-4 Rouge-L METEOR B-1 B-2 B-3 B-4 Rouge-L METEOR

BART-NarrativeQA 51.52 38.68 29.28 22.26 55.92 25.92 53.66 41.57 32.57 25.76 56.79 26.51

w/o Skl Led 51.52 38.68 29.28 22.26 55.92 25.92 53.66 41.57 32.57 25.76 56.79 26.51
w/o CL 55.50 41.31 31.92 25.08 56.84 26.36 54.04 43.59 34.28 27.04 57.09 27.35
Ours 56.29 43.67 34.03 26.66 61.16 28.51 58.12 46.46 37.35 30.16 62.20 28.83

FairytaleQA Validation FairytaleQA Test
B-1 B-2 B-3 B-4 Rouge-L METEOR B-1 B-2 B-3 B-4 Rouge-L METEOR

BART-FairytaleQA‡ 51.57 44.49 41.96 39.67 54.76 27.14 55.21 47.08 43.57 40.34 55.61 28.11

w/o Skl Led 52.01 44.93 42.30 40.55 56.02 28.77 54.47 47.32 43.73 41.10 57.72 30.29
w/o CL 53.52 46.02 43.11 41.08 57.41 29.03 55.75 48.37 44.50 41.62 58.45 30.67
w/o Imp Enc 53.48 46.23 43.39 42.36 58.21 28.15 56.14 48.77 45.07 41.67 57.38 29.70

Ours 55.78 49.70 46.66 44.48 59.83 30.32 58.43 51.92 48.54 45.96 60.97 31.36

(a) embeddings from LGNet. (b) from BART-FairytaleQA ‡. (c) from the raw data space.

Figure 3: The visualization of the skill recognition on FairytaleQA. PCA projections of the embeddings learned by different
models. From left to right: projections learned (д as shown in Equation 2) using contrastive loss; projections learned with
cross-entropy loss and without contrastive loss; raw data space (the original data without any embeddings).

6.1 Ablation Study
To get better insight into the components in LGNet, the ablation
study is performed in Table 3. The experiments have shown that
each component is beneficial to final results.
w/o Skill Leader (Skl Led) In this setting, the skill leader aims
to accurately capture the semantic representation of fine-grained
reading skills with the supervised contrastive learning. To evaluate
the effectiveness of Skl Led, the skill leader is removed (i.e., without
the contrastive loss and cross-entropy loss, as illustrated in Equa-
tion 4 and 5), leading to a significant decrease on all the metrics on
these two datasets, which confirms that perceiving different reading
skills for different questions is of great necessity. Note: removing
this setting, the model degrades to BART-NarrativeQA model on
NarrativeQA 1.1.
w/o Contrastive Learning (CL) The purpose of contrastive learn-
ing is to bring the semantic representations of samples belonging
to the same class closer and push apart unrelated samples. And
cross-entropy loss builds upon entropy and generally calculates

the difference between two probability distributions. To verify that
the decent performance of the model is not just derived from label
information (cross-entropy loss), in this setting, we directly remove
the contrastive loss (i.e., without Equation 4) and keep the cross-
entropy loss. As shown in Table 3 line 5 and line 11, the performance
has declined on these two datasets, which proves that contrastive
learning has the potential to make a more precise recognition of
different reading skills.
w/o Implicitness Encoder (Imp Enc) The implicitness encoder
focuses on capturing the implicit relationship between the question
and passage, so as to determine how the model outputs the answer
by the implicitness-aware pointer-generator. Note: the implicitness-
aware pointer-generator will automatically degrade to the BART
decoder in this setting. As shown in Table 3 (line 12), removing this
factor leads to a deeper impact on the FairytaleQA dataset, which
demonstrates that the module makes a contribution to the overall
improvement. Note: there is no Imp Enc setting in NarrativeQA 1.1
because the questions in NarrativeQA 1.1 are all implicit.
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Table 4: Performance of the skill recognition and ques-
tion answering task on cross-entropy-based model and con-
trastive learning on FairytaleQA test set.

ACC↑ B-4↑ R-L↑ METEOR↑

Cross-entropy-based 92.28 41.62 58.45 30.67
Contrastive Learning 94.13 45.96 60.97 31.36

Table 5: Analysis comparison of different decoders on Fairy-
taleQA test set.

ACC↑ B-4↑ R-L↑ METEOR↑

Original BART Decoder - 41.67 57.38 29.70
Original PGNet - 41.73 58.62 29.16
LGNet 75.65 45.96 60.97 31.36

6.2 Skill Visualization Analysis
To confirm the effectiveness of the supervised contrastive learning,
we check the PCA projections of the embeddings (д as shown in
Equation 2) from the proposed model with the contrastive loss, and
from that learned using cross-entropy loss (the BART on Fairy-
taleQA ‡). As a negative control, we also give the PCA projection of
the original data space without any embeddings. As the scatter plots
show, both the contrastive model and cross-entropy-based model
cluster the samples with the same labels better than the original
data, but the clusters in the contrastive embedding are much more
distinguishable and the different categories are further separated
in the semantic space. Furthermore, an interesting phenomenon is
that the cross-entropy-based model only performs six clusters of
samples rather than the true seven clusters.

In summary, the supervised contrastive learning can obtain bet-
ter embedding space, thus obtain the better improvements on skill
recognition and question answering tasks.

6.3 Skill Recognition Analysis
To explore how the contrastive learning affects the performance of
skill recognition, and thus on question answering task, we present
an analysis compared to the cross-entropy-based model (remove
the LSCL in Equation 6) in Table 4. As can be seen, our proposed
model has obtained promising performance on both of the tasks.
Specifically, LGNet achieves a better result which gains 1.85% on the
ACC metric and 4.34% on the B-4 metric. And the higher accuracy
of the skill prediction suggests that the contrastive learning is
beneficial to making an appropriate recognition, which also helps
the question answering task. (Note: we also make an analysis to
the input of the skill leader simply with the question rather than
question and passage, which can be seen in Section 6.6.)

6.4 Generator Analysis
The implicitness-aware pointer-generator is an essential module
to determine how the model outputs the answer. Therefore, we
make an analysis to verify the performance of this module, the
original BART decoder and original PGNet. As shown in Table 5,
the accuracy of the implicitness prediction can be up to 75.65%,

Table 6: Qualitative analyses of our model and baselines.

Input passage There was once an old man and his wife, who
lived in a dear little cottage by the side of a burn. they were a
very canty and contented couple, for they had enough to ...
Question Who were a very canty and contented couple?

Predicted Skill: Character.!
Predicted Implicitness or explicitness: Explicitness.!

Ground-truth An old man and his wife.

Outputs
Ours: An old man and his wife.
BART-FairytaleQA‡: They had enough to live on, and

plenty of things to do.
Transformer: An old man.
Seq2Seq: The old mouse.

Input passage The novel begins as the narrator, ..., nursery
where her dead first son would have been raised. Occupied
with the domestic management of the Baldry estate just outside
London, the two are almost completely removed from ...
Question How do Kitty and Chanchala remain away from the
effects of war?

Predicted Skill: Action.!
Predicted Implicitness or explicitness: Implicitness.!

Ground-truth: By managing Baldry Estate.

Outputs
Ours: They manage the estate.
BART-NarrativeQA∗: They are domestic managers.
BART: Domestic management.
Transformer: They went to school together.

so as to make a guidance for the output way. The results in the
original BART decoder and original PGNet are approaching, which
indicates that leveraging the implicitness of the question as the soft
gate in PGNet is important. In addition, to confirm the performance
improvement of LGNet is derived from the way of implicitness
modeling rather than the working mechanism of the PGNet, we
compare the original PGNet with ours. The LGNet obtains better
results on all the metrics than PGNet, which demonstrates the
necessity of the implicitness modeling in our approach.

6.5 Case Study
Table 6 shows examples from ours and baselines qualitatively. In
case one, our model predicts the character skill and explicitness of
the question. Therefore, it generates the answer an old man and his
wife, which describes the character attribution and is consistent
with the predicted reading skill. Furthermore, the generated answer
overlaps with the passage (as shown in cyan) in a high degree
because of the explicitness. However, the baselines generate the
wrong answer they had enough to live on, and plenty of things to
do and incomplete answer an old man. In case two, red indicates
the key evidence. Transformer predicts an irrelevant and wrong
answer they went to school together. BART-style baselines output
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Table 7: Performance of the skill recognition on different
inputs of skill leader on FairytaleQA.

ACC on validation set↑ ACC on test set↑

Only with question 87.71 83.71
With question & passage 94.35 94.13

a Noun, i.e., domestic managers, whose description is inconsistent
with the reading skill action. Particularly, ourmodel obtains a decent
and generative answer they manage the estate with the help of the
predicted reading skill action and implicitness of the question. The
case study confirms that excavating the fine-grained reading skills
and the implicitness or explicitness of the question is beneficial and
necessary on question answering task. Another bad case can be
seen in Appendix B.

6.6 Analysis to the Input of the Skill Leader
To explore the performance on different inputs of skill leader, we
make an analysis in the following setting: 1) the input of the skill
leader is simply a question, and 2) the input consists of the question
and passage. As shown in Table 7, interestingly, the performance
of skill recognition is better when given the question and passage.
Through this experimental result, we argue that the learning of
the reading skill not only depends on the question, but also on the
relationship between the question and passage. From the human
beings’ perspective, reading skills can be easily predicted simply
with the question (since humans have learned a great deal of knowl-
edge). However, for machines without prior knowledge, questions
are usually short, resulting in less information. By introducing the
passage, the information has been augmented, making it easier for
machines to learn the contextual knowledge, so as to make more
accurate skill recognition. Furthermore, this setting guarantees
that the input is consistent during both training stages, which can
alleviate the gap caused by the different training stages.

7 CONCLUSION
This paper concentrates on the deep understanding of questions to
mimic the reading process of human beings.We present a simple but
effective Leader-Generator Network (LGNet) to explicitly separate
and extract fine-grained reading skills and implicitness or explicit-
ness of the question on FairytaleQA. Furthermore, to validate the
generalizability of the LGNet, we annotate a new dataset named
NarrativeQA 1.1 with the corresponding reading skills. Quantitative
results show that LGNet has achieved the SOTA performance and
improved the result of skill recognition. The qualitative analyses
also demonstrate the importance of each component in LGNet. For
future work, how to model the deeper implicitness relationship
between the question and passage and automatically annotate the
reading skill are still worth researching.

A SKILL RECOGNITION ANALYSIS
To further explore how the contrastive learning affects the perfor-
mance of skill recognition on NarrativeQA 1.1, we make another
analysis. The conclusion is similar to the demonstration in Section
6.3. As shown in Table 8, LGNet has made a promising achievement

on both of the tasks. Specifically, LGNet achieves a better result
which gains 2.60% on the ACC metric and 5.11% on the Rouge-L
metric. And the higher accuracy of the skill prediction suggests
that contrastive learning is beneficial to making an appropriate
recognition, which also helps the question answering task.

Table 8: Performance of the skill recognition and ques-
tion answering task on cross-entropy-based model and con-
trastive learning on NarrativeQA 1.1 test set.

ACC↑ B-4↑ R-L↑ METEOR↑

Cross-entropy-based 91.48 27.04 57.09 27.35
Contrastive Learning 94.05 30.16 62.20 28.83

B BAD CASE STUDY
Table 9 shows another bad example. The LGNet copies the words
from the passage and outputs the correct answer. However, the
predicted reading skill is Precition, which is inconsistent with the
true label Outcome resolution. The possible reason is that these two
reading skills are semantically similar, thus confusing our model.
Nonetheless, the LGNet still obtains the correct answer with the
help of the context information and explicitness of the question. By
contrast, the generations of baselines are all inferior.

Table 9: More qualitative analysis of our model and baselines.

Input passage ... and he left the little man standing there and
went further on into the forest. There he began to cut down a
tree, but before long he made a false stroke with his axe, and
cut his own arm so badly that he was obliged to go home and
have it bound up. Then the second son went to forest, and his ...
Question What happened to the eldest son because he made
a false stroke with his axe?

Predicted Skill: Prediction.%
True Skill: Outcome resolution.
Predicted Implicitness or explicitness: Explicitness.!

Ground-truth Cut his own arm badly and was obliged to go
home and have it bound up.

Outputs
Ours: He cut his own arm so badly that he was obliged to

go home and have it bound up.
BART-FairytaleQA‡: He cut his arm badly.
Transformer: She felt something in her hand, and when

she looked down, she saw a large sandwich of bread.
Seq2Seq: The the heart into.
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