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ABSTRACT
Federated Recommender Systems (FedRecs) are considered privacy-
preserving techniques to collaboratively learn a recommendation
model without sharing user data. Since all participants can directly
influence the systems by uploading gradients, FedRecs are vulnera-
ble to poisoning attacks of malicious clients. However, most existing
poisoning attacks on FedRecs are either based on some prior knowl-
edge or with less effectiveness. To reveal the real vulnerability of
FedRecs, in this paper, we present a new poisoning attack method to
manipulate target items’ ranks and exposure rates effectively in the
top-𝐾 recommendation without relying on any prior knowledge.
Specifically, our attack manipulates target items’ exposure rate by
a group of synthetic malicious users who upload poisoned gra-
dients considering target items’ alternative products. We conduct
extensive experiments with two widely used FedRecs (Fed-NCF and
Fed-LightGCN) on two real-world recommendation datasets. The
experimental results show that our attack can significantly improve
the exposure rate of unpopular target items with extremely fewer
malicious users and fewer global epochs than state-of-the-art at-
tacks. In addition to disclosing the security hole, we design a novel
countermeasure for poisoning attacks on FedRecs. Specifically, we
propose a hierarchical gradient clipping with sparsified updating
to defend against existing poisoning attacks. The empirical results
demonstrate that the proposed defending mechanism improves the
robustness of FedRecs.

CCS CONCEPTS
• Information systems→ Recommender systems; • Security
and privacy→Web application security.
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1 INTRODUCTION
Recommender systems are widely deployed in many online scenar-
ios (e.g., e-commerce [6, 32] and social media [30, 38, 39]) to help
users discover what they are interested in from mass information.
Traditional recommender systems require collecting users’ personal
data to train recommendation models in a centralized way [45].
With the growing concerns about privacy and the new privacy
protection regulations (e.g. GDPR [29] in the EU and CCPA [12]
in the USA), federated recommenders (FedRecs) [2] have recently
emerged as a privacy-preserving solution to collaboratively learn a
recommendation model among personal devices without uploading
users’ raw data to a central server.

Although FedRecs can alleviate the privacy concerns of train-
ing recommender systems, recent studies [25, 26, 47] show that
FedRecs are inherently vulnerable to gradient poisoning attacks
(also called model poisoning attacks) as their open and decentral-
ized characteristics allow any client to participate in the training
process, and malicious clients may get involved [28]. Specifically,
users with compromised devices will upload polluted gradients to
achieve targeted adversarial goals (e.g. manipulate item rank and
exposure rate). PipAttack [47] presents the first work of gradient
poisoning attacks on FedRecs to promote target items’ exposure
chances. But it requires many malicious users and assumes adver-
saries know all items’ popularity information. FedRecAttack [26]
achieves item promotion with fewer malicious users. However, it is
based on a stronger assumption that malicious users can acquire
a proportion of data from benign users, which is not applicable in
most FedRecs. [25] proposed a gradient poisoning attack on FedRecs
without prior knowledge assumption. Nevertheless, its performance
is unstable and undesirable because it randomly samples vectors
from a Gaussian distribution to act as the proxy of the target item’s
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embedding. To sum up, existing gradient poisoning attacks on Fe-
dRecs are either based on impractical prior knowledge, or with
undesirable performance. Furthermore, although these works high-
light the urgent need for new defense mechanisms against gradient
attacks, no effective defense solution has been developed.

To disclose the real threats of poisoning attacks to FedRecs, we
present a new gradient poisoning attack method named “PSMU”
(Poisoning with Synthetic Malicious U sers) in this paper. PSMU
aims to improve target items’ exposure rate (i.e., to make target
items appear in more users’ top-K recommendation lists) by gener-
ating and uploading polluted gradients with a group of malicious
users. The idea of PSMU is based on our interesting finding that
the similarity between the top-K recommendations of randomly
constructed synthetic users and real users is surprisingly high due
to popularity bias [1], as shown in Table 1. Based on this finding, we
propose an assumption that if a target item has a high exposure rate
among synthetic users, then this item will have a high chance of
being recommended to real users by FedRecs. With this assumption,
PSMU works as follows. A malicious user randomly selects a set of
items as interacted items when participating in FedRec’s training
process. Then, the malicious user learns a synthetic user embedding
based on the randomly selected positive items and optimizes the
target item’s rank based on the synthetic user embedding. Besides,
to further improve the target items’ competition, we enlarge the
competition set by adding the alternatives of the target items. The
predicted preference scores of the target items are required to be
higher than that of top-K recommended items and their substitute
items (i.e., the competition set of target items).

The vulnerability of FedRecs highlights the timely demand for
a new defense against poisoning attacks. Alas, no existing work
attempts to provide a solution for this security issue in FedRecs.
Some research has been done in general federated learning (e.g.
federated classification [43]), but it cannot be directly applied to Fe-
dRecs because of the following major differences between FedRecs
and general federated learning. (1) Unlike general federated learn-
ing, the data from different clients are not IID. Therefore, the same
item’s gradients from different clients may vary significantly from
each other. However, the widely used Byzantine defense methods
(e.g. Krum [4], Bulyan [10], Trimmed Mean [37]) in federated learn-
ing generally assume the clients’ data are with the same distribu-
tion, and directly compare clients’ uploaded gradients to eliminate
poisoning effects. Therefore, they usually cause a significant per-
formance drop in FedRecs (see details in Section 5.7). (2) Compared
with general federated learning, the server in FedRecs cannot access
clients’ private parameters. Therefore, existing defense methods
relying on accessing the whole model cannot work in FedRecs [8].

In this paper, we propose a novel defense method against gradi-
ent poisoning attacks at the central server, named hierarchical gra-
dient clipping with sparsified updating (HiCS). At first, the central
server clips all received gradients to avoid dominated gradients. The
first-clip limits poisoned gradients’ effects. However, it is still insuf-
ficient since we cannot set a too-small clipping factor to guarantee
convergence. Thus, an adaptive clipping with sparsified updating
is further employed against gradient poisoning attacks. Specifically,
the clipped gradients will accumulate in a memory bank. The server
only selects several most significant item embedding gradients in
the bank to update the model. Before updating, another clipping

is applied to the accumulated gradients with an adaptive clipping
factor to further reduce the polluted gradients’ influence.

To demonstrate the generalization and effectiveness of our pro-
posed attack and defense, we conduct extensive experiments with
two commonly used FedRecs (Fed-NCF [2] and Fed-LightGCN [14])
on two real-world datasets (MovieLens-1M [13] and Amazon Dig-
ital Music [22]). The experimental results validate the threats of
gradient poisoning attacks on FedRecs, even without any prior
knowledge of users and items and with extremely fewer malicious
users. Meanwhile, the results also show the effectiveness of our
proposed defense method against all existing poisoned gradient
attacks on FedRecs.

In conclusion, the main contributions of this paper are as follows:

• We present an interesting finding that there is a large portion
of overlapped items between the top-K recommendations of
randomly constructed synthetic users and real users, which
strongly supports our conjecture that if a target item en-
joys a high exposure rate among the synthetic users, it will
have a high exposure rate among real users in CF-based
recommendation systems.
• We present an effective gradient poisoning attack method
for FedRecs, namely PSMU, which can manipulate items’
ranks without prior knowledge and with much fewer mali-
cious users and fewer global epochs, disclosing more severe
vulnerability of FedRecs to gradient poisoning attacks.
• To the best of our knowledge, we are the first to propose a
defense method (HiCS) based on gradient clipping and spar-
sified updating to address the threats of gradient poisoning
attacks on FedRecs.
• Extensive experiments are conducted with two widely used
FedRecs on two real-world recommendation datasets, vali-
dating the generalization and effectiveness of our attack and
defense methods.

2 RELATEDWORK
2.1 Federated Recommender Systems
Since FedRecs provide a privacy-preserving solution to train a rec-
ommender system [49], they attract increasing attention in recent
years. Ammad et al. [2] provided the first FedRec framework. After
that, many extended versions are proposed in recent years [21].
Muhammad et al. [23] ameliorated user sampling and aggregation
strategy to accelerate FedRec’s convergency process. FedRec++ [20]
explores a secure way to learn recommender with explicit feed-
back. [33] and [35] attempt to use Graph Neural Networks [27] and
Contrastive Learning [5, 40] in FedRecs. Imran et al. [17] proposed
a resource-efficient FedRec to learn user preferences.

2.2 Attacks on Federated Recommender
Systems

With the wide application of FedRecs, the potential security issues
raise researchers’ concerns [31, 41, 46], and poisoning attack is one
of the recently emerging threats. In general, poisoning attacks can
be classified into data poisoning and gradient poisoning.

Data Poisoning Attack. Data poisoning attack conducts at-
tacks by injecting adversarial interactions to pollute the training
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data [18]. To create high-quality fake interactions, data poisoning at-
tacks have to utilize the whole dataset’s information [7, 9, 16, 44, 48].
Therefore, data poisoning attacks are usually studied in centralized
recommender systems. [34] is the only data poisoning attack in
FedRecs, but it focuses on reducing the accuracy of FedRecs, which
is not related to our work’s topic.

Gradient Poisoning Attack. Gradient poisoning attack (also
called model poisoning attack) is specially targeted at Federated
Learning (FL) scenarios [8]. PipAttack [47] is the first work that
conducts gradient poisoning attacks in FedRecs. It promotes target
items by adjusting their embeddings to be similar to popular items’
embeddings. PipAttack has two drawbacks: (1) it assumes that all
items’ popularity information is available for malicious users; (2) it
relies on a large proportion of malicious users (e.g. more than 10%).
FedRecAttack [26] achieves the attacker’s goal with fewer mali-
cious users, however, it is based on a stronger assumption that even
breaks FedRec protocol, i.e., it requires accessing a proportion of
interaction data from benign users. [25] is the only gradient poison-
ing attack that does not rely on any prior knowledge. However, it is
not effective enough since it simply approximates user embeddings
based on randomly generated vectors from Gaussian distribution.
As a result, existing poisoning attacks are either requiring unob-
tainable prior knowledge or having ineffective performance, which
cannot reveal the real threats of poisoning attacks to FedRecs.

Defense. The defense against poisoning attacks in FedRecs is
still under-explored. FRU [42] provides a recovery way by using fed-
erated unlearning [24] to efficiently reconstruct destroyed FedRecs.
However, it cannot directly defend against poisoning attacks.

3 PRELIMINARIES
In this section, we present preliminaries related to our research.
Note that the bold lowercase (e.g. a) represents vectors, the bold
uppercase (e.g. A) means matrices, and the squiggle uppercase (e.g.
A) denotes sets.

3.1 Federated Recommendation Framework
Following [25, 26, 47], we employ the most commonly used fed-
erated recommendation framework proposed by [2] as our base
FedRec framework. Most existing FedRecs [17, 23, 31, 36] are based
on this framework.

LetU andV denote the sets of benign users (clients)1 and items,
respectively. |U| and |V| are users’ and items’ sizes. In FedRec,
each user 𝑢𝑖 is a client who manages its’ local training dataset D𝑖 .
D𝑖 consists of many user-item interactions (𝑢𝑖 , 𝑣 𝑗 , 𝑟𝑖 𝑗 ), where 𝑟𝑖 𝑗
is a binary rating denoting whether user 𝑢𝑖 has interacted with
item 𝑣 𝑗 . i.e., 𝑟𝑖 𝑗 = 1 means 𝑢𝑖 has interacted with 𝑣 𝑗 , while 𝑟𝑖 𝑗 = 0
indicates no interaction between 𝑢𝑖 and 𝑣 𝑗 .V+𝑖 andV−

𝑖
are used

to denote the sets of interacted items and non-interacted items
for user 𝑢𝑖 . The FedRec aims to predict 𝑟𝑖 𝑗 between 𝑢𝑖 and each
non-interacted item 𝑣 𝑗 and recommend the top-K ones with the
highest predicted scores.

In FedRec, a central server coordinates a large number of clients
and the parameters of the recommender system can be divided
into public and private parameters. Private parameters are user
embeddings U, which are stored and maintained on users’ devices
1In this paper, client and user are equivalent, since a client is responsible for one user.

locally. For public parameters, we useV to denote item embeddings
and Θ represents all other public parameters such as layer weights.

Federated Learning Protocol. In the beginning, the central
server initializes all public parameters and all clients initialize their
corresponding private parameters. Then, a recommender model is
trained within the following steps at every global epoch.

At first, the central server randomly selects a subset of users
U𝑡−1 to participate in the training process and dispenses the public
parameters Θ𝑡−1 and V𝑡−1 to these users. The selected users com-
bine received public parameters and their local private parameters
u𝑡−1
𝑖

to form a local recommender. Then, the local recommender is
updated on local dataset D𝑖 by optimizing the loss function:

L𝑟𝑒𝑐 = −
∑︁
(𝑢𝑖 ,𝑣𝑗 ,𝑟𝑖 𝑗 ) ∈D𝑖

𝑟𝑖 𝑗 log 𝑟𝑖 𝑗 + (1 − 𝑟𝑖 𝑗 ) log(1 − 𝑟𝑖 𝑗 ) (1)

After several local epochs of training, the selected user 𝑢𝑖 updates
its private parameters as follows:

u𝑡𝑖 = u𝑡−1𝑖 − 𝑙𝑟∇u𝑡−1𝑖 (2)
where 𝑙𝑟 is the learning rate. The gradients of public parameters
∇Θ𝑡−1

𝑖
and ∇V𝑡−1

𝑖
are uploaded to the central server. The central

server aggregates all the uploaded gradients to update the public
parameters:

V𝑡 = V𝑡−1 − 𝑙𝑟
∑︁

𝑢𝑖 ∈U𝑡−1

∇V𝑡−1
𝑖

Θ𝑡 = Θ𝑡−1 − 𝑙𝑟
∑︁

𝑢𝑖 ∈U𝑡−1

∇Θ𝑡−1
𝑖

(3)

3.2 Base Federated Recommenders
Neural Collaborative Filtering (NCF) [15] and LightGCN [14] are
two classical and widely used recommenders. To show the gener-
alization of our proposed attack and defense methods, we extend
NCF and LightGCN with the above federated recommendation
framework to form Fed-NCF and Fed-LightGCN. Note that in Fed-
LightGCN, the propagation is limited to the local bipartite graph
on each client according to privacy-protection requirements.

3.3 Gradient Poisoning Attack and Defense
Attack Goal. This paper focuses on targeted attacks on federated
recommenders that aim to promote target items Ṽ to as many users
as possible, which is the most common goal setting in poisoning
attacks. Specifically, given that a recommender system recommends
𝐾 items V̂𝑖 to user 𝑢𝑖 , the goal of our attack is to improve each
target item’s Exposure Ratio at rank 𝐾 (ER@K) [47] defined as
follows:

𝐸𝑅@𝐾 =
1���Ṽ��� ∑︁

𝑣𝑗 ∈Ṽ

���{𝑢𝑖 ∈ U|𝑣 𝑗 ∈ V̂𝑖 ∧ 𝑣 𝑗 ∈ V−𝑖 }�����{𝑢𝑖 ∈ U|𝑣 𝑗 ∈ V−𝑖 }�� (4)

Besides, the attack does not significantly hurt the recommender’s
performance in order to keep the stealthiness and effectiveness of
item promotion.

Attack Approach. Given a set of malicious users Ũ in our at-
tack, they need to poison gradients ∇Θ̃ and ∇Ṽ to finally maximize
target items’ ER@K:

𝑎𝑟𝑔𝑚𝑎𝑥

{∇Ṽ𝑡 ,∇Θ̃𝑡 }𝑇−1𝑡=𝑠

𝐸𝑅@𝐾 (U𝑇 ,V𝑇 ,Θ𝑇 ) (5)
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where 𝑇 is the total number of global epochs to train the FedRec
and 𝑠 is the epoch that the attack starts at. ∇Ṽ𝑡 and ∇Θ̃𝑡 are gra-
dients generated by malicious users. U𝑇 is the learned embedding
matrix of benign users, V𝑇 and Θ𝑇 are the learned public param-
eters which depend on both benign users’ and malicious users’
aggregated gradients:

V𝑇 = V0 − 𝑙𝑟 (
𝑇−1∑︁
𝑡=0

∇V𝑡 +
𝑇−1∑︁
𝑡=𝑠

∇Ṽ𝑡 )

Θ𝑇 = Θ0 − 𝑙𝑟 (
𝑇−1∑︁
𝑡=0

∇Θ𝑡 +
𝑇−1∑︁
𝑡=𝑠

∇Θ̃𝑡 )

(6)

Attack Prior Knowledge. To make the threats of gradient poi-
soning attacks more realistic, the attack should utilize as less prior
knowledge as possible. In this paper, we assume the malicious users
only know the public parametersΘ𝑡−1 andV𝑡−1 received from the
central server, which is consistent with the FedRec’s protocol.

Defense. The defense is launched at the central server side to
defend against malicious users. To work for most FedRecs, the
defense should be able to seamlessly integrate into the basic FedRec
protocol. Besides, the defense is expected to eliminate poisoning
attacks’ influence with negligible side effects.

Algorithm 1 shows how to incorporate gradient poisoning attack
and defense into a general federated recommendation framework.

Algorithm 1 FedRec with poisoning attack and defense.
Input: global epoch 𝑇 ; local epoch 𝐿; learning rate 𝑙𝑟 , . . .
Output: public parameterV andΘ, local client embedding u𝑖 |𝑖∈U
1: Initialize public parameter V0, Θ0

2: for each round t =1, ..., 𝑇 do
3: if 𝑡 is the epoch when the attack starts,U = U ∪ Ũ
4: sample a fraction of clientsU𝑡−1 fromU
5: for 𝑢𝑖 ∈ U𝑡−1 in parallel do
6: if 𝑢𝑖 ∈ Ũ then
7: // run on malicious client 𝑢𝑖
8: execute attack algorithm (e.g. Algorithm 2)
9: else
10: // run on benign client 𝑢𝑖
11: calculate ∇u𝑡−1

𝑖
, ∇V𝑡−1

𝑖
, ∇Θ𝑡−1

𝑖
using E.q. 1

12: u𝑡
𝑖
← update local private parameters using E.q. 2

13: upload ∇V𝑡−1
𝑖

, ∇Θ𝑡−1
𝑖

to the central server
14: end if
15: end for
16: Run defense algorithm (e.g., Algorithm 3 3) on the central

server.
17: V𝑡 ,Θ𝑡 ← aggregate gradients using E.q. 3
18: end for

4 OUR POISONING ATTACK AND DEFENSE
In this section, we present the details of our poisoning attack (PSMU)
and defense (HiCS) methods. They are also shown in Algorithms 2
and 3 with pseudo code respectively.

4.1 PSMU: Poisoning with Synthetic Malicious
Users

The goal of PSMU is to promote target items Ṽ maximally. To
achieve that, PSMU aims to maximize ER@K by uploading polluted
gradients ∇Θ̃ and ∇Ṽ via malicious users, which is formulated in
E.q. 5. However, according to E.q. 6, V𝑇 and Θ𝑇 depend on all pre-
viously uploaded gradients from both malicious users and benign
users. Since PSMU cannot access the benign clients’ gradients ∇V𝑡

and ∇Θ𝑡 , it is infeasible to directly solve E.q. 5. Therefore, instead
of directly optimizing E.q. 5, we propose the following approxi-
mated optimization objective in E.q. 7 at each global epoch. The
intuition is that if the malicious clients are generally consistent
with benign clients, by greedily optimizing ER@K on malicious
clients at each global epoch, the attack can promote target items
on benign clients [47]:

𝑎𝑟𝑔𝑚𝑎𝑥

{∇Ṽ𝑡−1,∇Θ̃𝑡−1 }
𝐸𝑅@𝐾 (U𝑡−1,V𝑡−1 − 𝑙𝑟∇Ṽ𝑡−1,Θ𝑡−1 − 𝑙𝑟∇Θ̃𝑡−1)

(7)
However, E.q. 7 is still difficult to optimize by using gradient de-

cent methods, since ER@K is discontinuous and non-differentiable
(see E.q. 4). Inspired by [26], we approximately optimize E.q. 7 by
encouraging the target items’ predicted preference scores to be
higher than top-k recommended items’, as follows:

L𝑎𝑡𝑡 =
∑︁

𝑢𝑖 ∈U

∑︁
𝑣𝑡 ∈Ṽ∧𝑣𝑡∉V+𝑖

∑︁
𝑣𝑗 ∈V̂𝑖∧𝑣𝑗∉Ṽ

𝜎 (𝑟𝑖 𝑗 − 𝑟𝑖𝑡 ) (8)

To make the formula clear, we omit the time index in E.q. 8, since
we greedily optimize it at every epoch. To minimize E.q. 8, we need
to know all benign users’ embeddings U and their interacted item
setsV+

𝑖
. [26] unrealistically assumes malicious users can obtain a

proportion of interacted items from benign users and then aggregate
these items’ embeddings to approximate user embedding, which
breaks FedRec’s protocol. To make the attack’s threats realistic,
the above information is not available in our attack settings. [25]
simply uses vectors randomly sampled from a Gaussian distribution
to represent user embeddings U, which is not reasonable.

Table 1: The Jaccard similarity of Top-10 popular items be-
tween randomly constructed users and real users when the
model is converged.

Fed-NCF Fed-LightGCN
ML AZ ML AZ

Jaccard 0.82 1.0 0.82 1.0

Approximate with Synthetic Users. The goal of E.q. 8 is to
enforce target items’ prediction scores to be higher than top-k rec-
ommended items, so as to improve the target items’ exposure rate.
Since we cannot access benign users’ embeddings, we propose to
construct the synthetic users with randomly selected items. Intu-
itively, if the target items can appear in the top-K recommendation
lists of randomly constructed users, the target items could also be
promoted to real users by the recommender model. In other words,
the popular items in real users and synthetic users are consistent.
Table 1 provides a proof-of-concept. We measure the similarity of
top-10 popular items in randomly constructed users’ and real users’
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recommendation lists with Jaccard similarity. The results show that
popular items between these two kinds of users are highly similar.
As a result, we can promote a target item to real users by making
it popular with our synthetic users. To achieve that, when a mali-
cious user 𝑢𝑖 participates in FedRec training process, it randomly
selects 𝛼 items (except for target items) as its interacted items Ṽ+

𝑖

and constructs the training set D̃𝑖 . Note that at different epochs,
the malicious user 𝑢𝑖 has different Ṽ+𝑖 and training set D̃𝑖 , so that
even with a small set of malicious users, we can simulate many
synthetic users. As a result, E.q. 8 is transformed to the following
loss function:

L̃𝑎𝑡𝑡 =
∑︁

𝑢𝑖 ∈Ũ

∑︁
𝑣𝑡 ∈Ṽ∧𝑣𝑡∉Ṽ+𝑖

∑︁
𝑣𝑗 ∈ ^̃V𝑖∧𝑣𝑗∉Ṽ

𝜎 (𝑟𝑖 𝑗 − 𝑟𝑖𝑡 ) (9)

where ^̃V𝑖 are the set of items that have the highest prediction scores
for malicious user 𝑢𝑖 .

Compete with Alternative Products. By optimizing E.q. 9,
the target items are competitive with the recommended items. To
further improve the target items’ competition, we further attempt
to improve target items’ prediction scores by adding the alternative
products of the target items to enlarge the competition item set,
since alternative products are interchangeable and competitive with
the target items. As the attack cannot use any prior knowledge,
malicious user 𝑢𝑖 selects items that have higher item embedding
similarity with target items, meanwhile, have relatively higher
preference scores as alternative products Ṽ𝑎𝑝

𝑖
. Therefore, E.q. 9 is

further transformed to:

L̃𝑎𝑡𝑡
𝑎𝑝 =

∑︁
𝑢𝑖 ∈Ũ

∑︁
𝑣𝑡 ∈Ṽ∧𝑣𝑡∉Ṽ+𝑖

∑︁
𝑣𝑗 ∈{ ^̃V𝑖∪Ṽ𝑎𝑝

𝑖
}∧𝑣𝑗∉Ṽ

𝜎 (𝑟𝑖 𝑗 − 𝑟𝑖𝑡 ) (10)

Calculate PoisonedGradients. The attack objective L̃𝑎𝑡𝑡 now
only relies on Ũ, V, Θ, ^̃V𝑖 , and Ṽ𝑎𝑝

𝑖
, i.e. L̃𝑎𝑡𝑡 (Ũ,V,Θ, ^̃V𝑖 , Ṽ𝑎𝑝

𝑖
).

V and Θ can be directly obtained from the central server. Ṽ𝑎𝑝

𝑖
can

be created based on V. ^̃V𝑖 can be calculated based on V and Ũ.
Therefore, to optimize L̃𝑎𝑡𝑡 , we first need to calculate Ũ.

At epoch 𝑡 , to calculate Ũ𝑡−1, the malicious users first randomly
initialize their corresponding user embeddings. Then, they fix the
received public parameters and only update user embeddings to op-
timize local recommendation loss on their synthetically constructed
datasets D̃𝑡−1:

Ũ𝑡−1 = 𝑎𝑟𝑔𝑚𝑖𝑛

Ũ𝑡−1
L𝑟𝑒𝑐 (Ũ𝑡−1,V𝑡−1,Θ𝑡−1, D̃𝑡−1) (11)

Then, for each malicious user, we use ũ𝑡−1
𝑖

,V𝑡−1 andΘ𝑡−1 to get
items ^̃V𝑖 and Ṽ𝑎𝑝

𝑖
. Finally, we fix the malicious user embeddings

Ũ𝑡−1 and finetune V𝑡−1 and Θ𝑡−1 to minimize L̃𝑎𝑡𝑡 as follows:

∇Ṽ𝑡−1 =
𝜕

𝜕V𝑡−1 L̃
𝑎𝑡𝑡
𝑎𝑝 (Ũ𝑡−1,V𝑡−1,Θ𝑡−1, ^̃V

𝑡−1
𝑖 , Ṽ𝑎𝑝,𝑡−1

𝑖
)

∇Θ̃𝑡−1 =
𝜕

𝜕Θ𝑡−1 L̃
𝑎𝑡𝑡
𝑎𝑝 (Ũ𝑡−1,V𝑡−1,Θ𝑡−1, ^̃V

𝑡−1
𝑖 , Ṽ𝑎𝑝,𝑡−1

𝑖
)

(12)

Furthermore, to avoid significant side effects on FedRec’s perfor-
mance, for ∇Ṽ𝑡−1, we only upload the poisoned gradients of the

target items.

∇Ṽ𝑡−1 =

{
0 𝑣𝑚 ∉ 𝑉

∇Ṽ𝑡−1
𝑚 𝑣𝑚 ∈ 𝑉

𝑚 = 0, 1, . . . , |V| (13)

Algorithm 2 describes PSMU with pseudo code.

Algorithm 2 PSMU: Poisoning with Synthetic Malicious Users

Input: public parameters V𝑡−1, Θ𝑡−1

Output: public parameter poisoned gradients ∇Ṽ𝑡−1
𝑖

, ∇Θ̃𝑡−1
𝑖

1: // run on malicious client 𝑢𝑖
2: randomly construct training set D̃𝑡−1

𝑖

3: calculate synthetic user embedding ũ𝑡−1
𝑖

using E.q. 11
4: calculate ∇Ṽ𝑡−1

𝑖
, ∇Θ̃𝑡−1

𝑖
using E.q. 12

5: ∇Ṽ𝑡−1
𝑖
← constraint ∇Ṽ𝑡−1

𝑖
using E.q. 13

6: upload ∇Ṽ𝑡−1
𝑖

, ∇Θ̃𝑡−1
𝑖

to the central server

4.2 HiCS: Hierarchical Gradient Clipping and
Sparsification Update for Defense

The effectiveness of PSMU reveals the vulnerability of FedRecs,
but there is not any effective defense solution against such kind of
poisoned gradient attacks on FedRecs as mentioned in Section 1. To
fill this gap, we take the first step to propose an effective defense
method against poisoning attacks in FedRec, HiCS, which is based
on clipping and sparsified updating. Note that HiCS only processes
the gradients of item embeddings, since a large number of benign
users can counteract the poisoned gradients of the parameters Θ.

Gradient Clipping. To alleviate poisoned gradients’ effects, one
naive way is to clip all uploaded gradients, so that each malicious
user can only contribute at most 𝜌 with ℓ𝑝 normalization (we use
ℓ2 in this paper).

∇V𝑡−1
𝑖 = ∇V𝑡−1

𝑖 ·min

(
1,

𝜌

∇V𝑡−1
𝑖




𝑝

)
(14)

where ∇V𝑡−1
𝑖

is the gradients uploaded by user𝑢𝑖 who can be either
benign or malicious. After applying gradient clipping, the mass of
poisoned gradients is constrained:


∇Ṽ𝑡−1





𝑝
=







 ∑︁
𝑢𝑖 ∈Ũ𝑡−1

∇Ṽ𝑡−1
𝑖








𝑝

≤ 𝜌
���Ũ𝑡−1

��� (15)

However, as shown in E.q. 15, the attack can be still effective by
compromising more malicious users, i.e., increasing

���Ũ𝑡−1
���. As a re-

sult, simply using gradient clipping cannot significantly reduce the
attacker’s effectiveness when increasing malicious user numbers.

Clipping with Sparsified Updating. To further improve Fe-
dRec’s robustness against poisoning attacks, we conduct another
gradient clipping combined with sparsified updating. After clipping
the gradients ∇V𝑡−1

𝑖
, the server aggregates these gradients and

stores them in a memory bankW𝑡−1.W𝑡−1 is a matrix with |V|
rows. The server selects the top 𝛾 item embedding gradients with
the largest magnitudes fromW𝑡−1, and zeros out these gradients
fromW𝑡−1. The top 𝛾 gradients ∇𝑡𝑜𝑝V𝑡−1 will be used to update
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the global item embedding table. As
���Ũ𝑡−1

��� is limited, the magni-
tude of poisoned gradients ∇Ṽ𝑡−1 would not be big enough at the
early stage of the attack so that these poisoned gradients would
be less likely to be selected as top 𝛾 , hence delaying the attack.
These poisoned gradients need to wait until the target items’ accu-
mulative gradient magnitudes are large enough. However, during
the accumulation, benign users’ gradients would have increasingly
higher chances to dilute these poisoned gradients.

Even though, relying on benign users’ gradients to neutralize
poisoned gradients is unstable and may be less effective when
fewer benign users interact with the target items (i.e., unpopu-
lar items). Therefore, we further apply a gradient clipping with
adaptive gradient limits on ∇𝑡𝑜𝑝V𝑡−1. Specifically, we utilize the
average normalization of ∇𝑡𝑜𝑝V𝑡−1

𝑖
as the gradient limits and then

clip all the gradients:

∇𝑡𝑜𝑝V𝑡−1
𝑖 = ∇𝑡𝑜𝑝V𝑡−1

𝑖 ·min

(
1,

avg(


∇𝑡𝑜𝑝V𝑡−1

𝑖




𝑝
)

∇𝑡𝑜𝑝V𝑡−1

𝑖




𝑝

)
(16)

As a result, even when
���Ũ𝑡−1

��� is increased, the poisoned gradi-
ents still have limited mass since we clip each item embedding’s
accumulative gradients with average normalization of ∇𝑡𝑜𝑝V𝑡−1.
Algorithm 3 shows how HiCS works with pseudo code.

Algorithm 3 HiCS: Hierarchical Gradient Clipping and Sparsifica-
tion Update for Defense

Input: uploaded item embedding gradients ∇V𝑡−1

Output: processed gradients ∇𝑡𝑜𝑝V𝑡−1

1: initialize memory bankW𝑡−1 to 0 if 𝑡 = 1
2: ∇V𝑡−1 ← clip gradient ∇V𝑡−1 using E.q. 14
3: store ∇V𝑡−1 ← in memory bank:W𝑡−1 = W𝑡−1 + ∇V𝑡−1

4: extract top 𝛾 gradients: ∇𝑡𝑜𝑝V𝑡−1 = top(W𝑡−1, 𝛾)
5: zero out extracted gradients:W𝑡 = W𝑡−1 − ∇𝑡𝑜𝑝V𝑡−1

6: ∇𝑡𝑜𝑝V𝑡−1 ← clip with adaptive gradient limits using E.q. 16

5 EXPERIMENTS
In this section, we conduct extensive experiments to explore the
following research questions (RQs):
• RQ1. How is the effectiveness of our attack (PSMU) com-
pared with gradient poisoning attack baselines?
• RQ2. Can the proposed defense (HiCS) effectively defend
against gradient poisoning attacks?
• RQ3. How is the effectiveness of our defense (HiCS) com-
pared with defense baselines?
• RQ4. The impact analysis of malicious user proportion for
both proposed attack and defense.

5.1 Datasets
In this paper, we adopt two popular federated recommendation
datasets for evaluation, namely MovieLens-1M (ML) [13] and Ama-
zon Digital Music (AZ) [22]. ML contains 1, 000, 208 ratings involv-
ing 6, 040 users and 3, 706 movies. AZ includes 169, 781 interac-
tions with 16, 566 users and 11, 797 products, and all users have at

least 5 interactions with different products. Following [25, 47], we
binarize the user-item ratings, where all ratings are transformed to
𝑟𝑖 𝑗 = 1 and negative instances are sampled with 1 : 4 ratio. 80%
and 20% data are divided into training and test set.

5.2 Evaluation Protocol
Following [3, 47], we first train FedRecs without attack for several
epochs. Then, at a certain epoch, an attack method is launched. The
FedRec is trained until it is converged.We select the most unpopular
items as target items. When evaluating defense methods, the tested
defense method will be activated once the FedRec’s training starts,
as the system cannot predict when the attack will be launched.

The evaluation of attackmethods is from two aspects: (1) whether
the attack method can increase the average exposure rate (ER@5)
of target items; (2) whether the attack significantly degenerates
the FedRec’s recommendation performance (HR@20). An ideal tar-
geted attack method should improve the exposure rate meanwhile
cause fewer side effects on FedRec’s performance. The evaluation of
defense methods is similar to the attack but their goal is to prevent
attacks from manipulating target items’ exposure rate meanwhile
cause fewer side effects to the FedRec.

5.3 Baselines
Attack Baselines. We consider both data poisoning attacks and
gradient poisoning attacks as our baselines. However, some data
poisoning attacks (e.g. Bandwagon attacks [11]) and gradient poi-
soning attacks (e.g. FedRecAttack [26] and PipAttack [47]) rely on
prior knowledge. As we focus on the attack setting without prior
knowledge, these attack methods are not adopted as baselines for a
fair comparison. Therefore, we choose the following baselines:
• No Attack. This method shows the original exposure rate
of the target items and the FedRecs’ normal performance.
• Random Attack (RA) [18]. It is a simple data poisoning
attack that injects malicious users with both random inter-
actions and target item interactions.
• Explicit Boosting (EB). It is a component of PipAttack [47]
which does not rely on prior knowledge.
• A-hum [25]. The current state-of-the-art gradient poisoning
attack without relying on prior knowledge in FedRecs.
• Ours w/o AP. It is PSMU that removes alternative products,
i.e., using E.q. 9 as the attack’s optimization objective.

Defense Baselines. As mentioned in Section 4.2, none of the
existing defense methods is specifically proposed for FedRecs and
most defense methods in federated learning cannot be directly
applied to FedRecs. For the purpose of comparison, we choose the
following defense methods which are popular in federated learning
and are still applicable to our FedRec setting as defense baselines.
• No Defense. This method shows the original FedRec’s per-
formance under certain attacks.
• Item-level Krum. The original Krum [4] cannot be applied
to FedRec, since the uploaded gradients from different clients
are not comparable. To make Krum applicable in our prob-
lem setting, we propose Item-level Krum. For each item, it
selects the embedding gradient that is closest to the mean of
all the other clients’ uploaded gradients of the item as the
aggregated gradient.
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(a) The trend of exposure rate of target items with 0.1%malicious users.
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(b) The trend of FedRecs’ recommendation performance. With fewer (0.1%) malicious users, all attack methods cause negligible side effects to FedRecs.

Figure 1: The comparison of attack performance between PSMU and attack baselines, the attack starts at △.
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Figure 2: Attacks’ performance for FedRecs equipped with HiCS defense.

• Median [37]. It sorts the values of uploaded parameters and
chooses the median as the aggregated value.
• Trimmed Mean [37]. It aggregates gradients by removing
the largest and smallest value of a parameter and calculating
the mean of the remaining ones.
• ℓ2 clipping [10]. It is a component of our HiCS, that clips
all gradients using ℓ2 normalization before aggregation.

5.4 Parameter Settings
For both Fed-NCF and Fed-LightGCN, the dimension of user and
item embeddings is 32. 3 feedforward layers with dimensions 64,
32, and 16 are used to process the concatenated user and item em-
beddings. The layer of LightGCN propagation is 1. Adam [19] with
learning rate 𝑙𝑟 = 0.001 is adopted. The attack starts at 8th global
epoch. 𝛼,𝛾, 𝜌 are 30, 10%, and 1.0, respectively. The proportion
of malicious users 𝜉 is set to 0.1% without specific mention. In
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(a) The comparison of HiCS and defense baselines against PSMU. Our defense reduces target items’ exposure rate in all cases.
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(b) The effects of different defense methods on FedRecs’ recommendation performance. Our defense even improves FedRecs’ performance on AZ since it provides
regularization to alleviate over-fitting on the sparse dataset.

Figure 3: The comparison of all defenses.

Table 2: Summarization of Fig. 3. In a cell, left ✓or × rep-
resents whether the defense can reduce target items’ expo-
sure rate (Fig. 3a), right ✓or × represents whether the Fe-
dRec’s performance is not influenced (Fig. 3b). Both values
are ✓representing that the defense is effective.

Defense Fed-NCF Fed-LightGCN
ML AZ ML AZ

No Defense ×/✓ ×/✓ ×/✓ ×/✓
Item-level Krum ✓/× ×/× ✓/× ×/×
Median ✓/× ×/× ✓/× ×/×
Trimmed Mean ✓/✓ ✓/× ✓/✓ ×/×
ℓ2 clipping ✓/✓ ✓/✓ ×/✓ ×/✓
Ours ✓/✓ ✓/✓ ✓/✓ ✓/✓

Section 5.8, we investigate smaller 𝜉 to show PSMU’s performance
with extremely fewer malicious users.

5.5 Effectiveness of PSMU (RQ1)
To show the superiority of PSMU, we compare its attack perfor-
mance and its effects on FedRecs’ performance with all attack base-
lines in Fig. 1. In Fig. 1a, our PSMU outperforms all baselines on all
datasets with all FedRecs. Specifically, when attacking Fed-NCF on

ML, A-hum can only achieve about 0.23 ER@5 scores, while PSMU
exposes the target item to all users. In the other three cases, our
attack and A-hum both achieve 1.0 scores, but PSMU uses fewer
epochs. Besides, the comparison between our attack and Ours w/o
AP indicates that alternative products can accelerate the item pro-
motion process, since PSMU takes fewer epochs to reach 1.0 ER@5
scores. In fact, in all cases, PSMU promotes target items to all clients
within at most 3 epochs, which is much faster than all other base-
lines. Random Attack and Explicit Boosting cannot work with only
0.1% malicious users.

Fig. 1b illustrates the side effects of attacks on FedRecs’ recom-
mendation performance. To ensure the stealthiness and effective-
ness of item promotion, all attacks attempt to avoid significant side
effects on recommendation performance. As shown in Fig. 1b, all
attack methods produce fewer side effects on recommendation per-
formance. This is because the number of malicious users is limited,
i.e., there are only 0.1% malicious users in the training process.

5.6 HiCS against poisoning attacks (RQ2)
The effectiveness of poisoning attacks reveals the security hole
of vanilla FedRecs, however, no previous work explores defense
methods against these attacks. Therefore, in this paper, we propose
HiCS to fix the security hole of vanilla FedRecs. Specifically, we
incorporate HiCS in FedRec from the initial stage since the server
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cannot predict when the attack will occur. Fig. 2 shows the results
of attack performance against FedRecs equipped with HiCS. As we
can see, all attacks obtain 0.0 ER@5 values, which indicates that
HiCS successfully defend against these attacks. The side effects of
HiCS on the recommender system are presented and analyzed in
Section 5.7 to avoid repetition.

5.7 Comparison of HiCS and defense baselines
(RQ3)

In Section 5.7, we show that HiCS successfully defends against
all selected attack methods. Here, we use our PSMU as the attack
baseline and compare HiCS with defense baselines to show the
superiority of our proposed defense method in Fig. 3. As mentioned
before, an effective defensemethod should satisfy two requirements:
(1) compromise the attack’s performance, i.e., reduce target items’
exposure rate to normal values; (2) cause fewer side effects on rec-
ommendation performance. Fig. 3a and Fig. 3b show the evaluation
of these two aspects respectively. For convenient comparison, we
summarize Fig. 3 in Table. 2. From Table. 2, we can know that our
defense method keeps effective in all cases, since it satisfies the
above two requirements. Item-level Krum and Median are not ef-
fective in all cases since they destroy FedRecs’ recommendation
performance. Trimmed Mean is ineffective on AZ dataset. ℓ2 clip-
ping does not compromise FedRecs’ performance, however, it is too
weak to defend against PSMU in Fed-LightGCN. To sum up, only
our defense methods keep consistent effectiveness in all cases.
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(a) PSMU with different number of malicious users on ML.
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(b) PSMU with different number of malicious users on AZ.

Figure 4: The impact of malicious user number on PSMU.

Table 3: The impacts ofmalicious user proportion 𝜉 onHiCS.
In a cell, left/right value is fromML/AZ. “su" shorts for spar-
sified updating.

defense method Fed-NCF Fed-LightGCN
(ML, AZ) 𝜉=0.1% 𝜉=1.0% 𝜉=10% 𝜉=0.1% 𝜉=1.0% 𝜉=10%
no defense (1.0, 1.0) (1.0, 1.0) (1.0, 1.0) (1.0, 1.0) (1.0, 1.0) (1.0, 1.0)
ℓ2 clipping (0.1, 0.0) (1.0, 1.0) (1.0, 1.0) (1.0, 1.0) (1.0, 1.0) (1.0, 1.0)
ℓ2 clipping + su (0.0, 0.0) (1.0, 1.0) (1.0, 1.0) (0.0, 0.0) (1.0, 1.0) (1.0, 1.0)
ours (0.0, 0.0) (0.0, 0.0) (0.0, 0.0) (0.0, 0.0) (0.0, 0.0) (0.0, 0.0)

5.8 The impact of malicious user number (RQ4)
PSMU with Extremely Fewer Malicious Users. In Fig. 1, we al-
ready show that PSMU can be effective with 𝜉 = 0.1%, i.e. 6 and
16 malicious users on ML and AZ datasets respectively. In this
part, we further investigate if PSMU can promote target items with
extremely fewer malicious users, since fewer malicious users repre-
sent that the cost of launching such an attack is less, which further
reveals the severe threats. Fig. 4 shows PSMU’s performance with
a different number of malicious users. In Fig. 4a, only employing 3
and 2 malicious users, PSMU achieves 1.0 ER@5 on ML with Fed-
NCF and Fed-LightGCN, respectively. In Fig. 4b, 12 and 4malicious
users can help PSMU promote target items to all clients.

HiCSwithMoreMaliciousUsers.Whenmoremalicious users
are employed in an attack, the defense will be more challenging. In
Table 3, we compare HiCS with ℓ2 clipping under increasing 𝜉 . For
each value of 𝜉 , we report the highest ER@5 value PSMU achieved
during thewhole training process under defense protection. Since ℓ2
clipping is one of the subcomponents of HiCS, this comparison can
also indicate the effectiveness of adaptive clipping with sparsified
updating. As observed in Table 3, ℓ2 clipping is only effective in
Fed-NCF when 𝜉 = 0.1%. After being equipped with sparsified
updating, the defense can be effective in all cases when 𝜉 = 0.1%,
which shows the effectiveness of sparsified updating. However, with
more malicious users, both above methods cannot defend against
PSMU any longer. Only HiCS keeps consistent effectiveness even
when malicious user proportion increased to even 10% proportion.

6 CONCLUSION
In this paper, we propose an effective poisoning attack, PSMU,
which attacks federated recommender systems (FedRecs) without
prior knowledge and with fewer malicious users and fewer epochs,
revealing the vulnerability of FedRecs to gradient poisoning attacks.
Then, we take the first step to explore how to defend against gra-
dient poisoning attacks in FedRecs and propose a novel defense
method named HiCS. To show the effectiveness of our attack and de-
fense methods, we conduct extensive experiments with two widely
used FedRecs on two real-world recommendation datasets. The
comparison with state-of-the-art attacks and widely used defense
baselines demonstrates the superiority of both PSMU and HiCS.
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