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ABSTRACT

Virtual assistants are becoming increasingly important speech-driven

Information Retrieval platforms that assist users with various tasks.

We discuss open problems and challenges with respect tomodeling

spoken information queries for virtual assistants, and list opportu-

nities where Information Retrieval methods and research can be

applied to improve the quality of virtual assistant speech recog-

nition. We discuss how query domain classification, knowledge

graphs and user interaction data, and query personalization can

be helpful to improve the accurate recognition of spoken informa-

tion domain queries. Finally, we also provide a brief overview of

current problems and challenges in speech recognition.

CCS CONCEPTS

• Information systems → Search interfaces; Query log anal-

ysis; • Computing methodologies→ Speech recognition.
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1 INTRODUCTION

Virtual assistants (VAs) are becoming increasingly important [27]

Information Retrieval (IR) platforms that assist users with various

tasks. Users primarily interact with VAs through voice commands,

where users initiate a retrieval request by uttering a query, possi-

bly preceded by a wake word (e.g., “hey VA” ). Accurately transcrib-

ing spoken voice queries [13], for subsequent processing by the

retrieval engine, is a challenging problem that can benefit greatly

from knowledge of the IR application.

Automated Speech Recognition (ASR) systems, responsible for

transcribing the spoken utterance, are trained on audio/text pairs

that are expensive to obtain. Language models (LMs) are a compo-

nent within ASR systems that act as a query prior and are trained
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on only text. The LM becomes increasingly important when the

spoken query is ambiguous or difficult to understand (e.g., unintel-

ligible speech). Take as an example the encyclopedia query “what

is borrelia” where the user intends to obtain information about the

Borrelia bacteria. In this particular case, the entity borreliamay be

misrecognized as gorilla if the LM assigns a low likelihood to the

conditional probability P (borrelia | what is). However, this prob-

lem can be alleviated through query log analysis, injection of ex-

ternal knowledge (e.g., entity popularity), and use of contextual

signals, amongst other methods.

The challenging nature of VA query recognition is further ex-

acerbated by stringent runtime requirements. Recognition needs

to occur in real-time as users expect results soon after they finish

speaking. When ASR occurs on-device, model size becomes an ad-

ditional constraint—since disk space and network bandwidth are

costly. In addition, the ability to patch or perform incremental up-

dates of models is desirable functionality. Finally, LMs need to be

trained within a reasonable amount of time, since otherwise they

may be outdated by the time the LMs reach edge devices.

We provide a succinct overview of the use of LMs in ASR, and

subsequently cover topics on using knowledge of the IR applica-

tion to improve ASRwith a focus on entity-heavy VAqueries: (1) query

domain classification, (2) entity popularity and knowledge graph

(KG) mining, and (3) personalization. Finally, we briefly cover non-

IR topics relating to LMs and ASR.

2 ASR PRIMER

Automated Speech Recognition is the task of translating a speech

signal - into a string of words B . Contemporary ASR systems can

be divided into two categories: (a) traditional hybrid systems that

rely on Bayes’ rule to combine acoustic and language model com-

ponents, and (b) more modern end-to-end systems that directly

predict output sequences of text from acoustic representations.

2.1 Hybrid ASR systems

Hybrid ASR systems operate by decomposing the ASR task using

Bayes’ rule as follows [18, p. 289]:

(∗ = argmaxB% (B | - ) = argmaxB
% (- | B)

% (- )
· % (B)

= argmaxB% (- | B) · % (B) ,

(1)

where % (- | B) is provided by the acoustic model (AM) and de-

notes the likelihood of speech signal - given the string of words B ,

and % (B) is provided by the LM and denotes the prior probability

of a string of words. % (- ) is the probability of the speech signal

and can be ignored as it is constant for all hypotheses. The AM and

LM are trained independently and subsequently combined.

http://arxiv.org/abs/2304.13149v1
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2.2 End-to-end ASR systems

End-to-end ASR (E2E) systems directly compute the probability

distribution % (B | - ) of output strings of words B given speech

signals - , and are typically implemented using neural encoder-

decoder architectures [19, §16.3]. Since E2E systemsmodel theASR

task directly, they are trained on paired audio-text data–which can

be expensive to obtain and may not provide full coverage for tail

utterances. Hence, often, an additional LM, trained only on abun-

dantly available texts, and external to the E2E model, is combined

through interpolation as follows:

(∗ = argmaxB% (B | - ) ≈ argmaxB%E2E (B | - ) · %Ext. LM (B)_ , (2)

where %E2E (B | - ) is provided by the E2E model, %Ext. LM (B) is the

LM probability and _ is an interpolation hyperparameter.

2.3 Language models

Regardless of ASR system architecture, hybrid or E2E, a LM trained

solely on text data can be used to improve recognition quality. The

LM builds on the chain rule of probability:

% (, ) = % (F1F2 . . .F=) =

#∏

8=1

% (F8 | F1F2 . . .F8−1) . (3)

In practice, strings of words are wrapped in special start/end mark-

ers (<s>/</s>, resp.) to denote the beginning and the end of the

string of words (which is, typically, a sentence). For example, the

prior probability of utterance SIGIR would be computed as

% (<s> SIGIR </s>) = % (SIGIR | <s>) % (</s> | <s> SIGIR) ,

where <s> and </s> mark the beginning and end of sentence, resp.

3 OPEN PROBLEMS AND CHALLENGES

3.1 Use of query domain classifications

VA queries can be categorized according to domains where each

domain supports specific use-cases. For example, there exist media

player queries such as “play the look by metronomy” where the

user instructs the VA to play the song “The Look” by the band

Metronomy, or encyclopedic queries where the user wants to learn

more about a specific entity (e.g., “who is joe biden” ).

In this section we discuss the application of query domain clas-

sifications, possibly provided by NLP/IR methods, to improve VA

ASR, either by (a) using domain classifications at runtime to guide

theASR decoding process, or (b) utilizing the classification of queries

at LM training time.

3.1.1 Improving the ASR decoding process. At recognition time,

contextual signals, such as partial recognition hypotheses [25] or

the user location [39], can be used to modify the search space.

Pusateri et al. [25] combinemultiple domain-specific expert n-gram

LMs into a single LM byweighing the expert LMs based on the con-

fidence expressed by each expert LM on howwell they support spe-

cific left spoken contexts. Following the example above, the media

player domain LM would receive a large weight following the left

context “<s> play”, whereas a LM trained on encyclopedia queries

may be well-suited following left context “<s> who is”.

Relevance to IR. From an IR perspective, contextual signals ex-

tracted from (partial) user interactions (e.g., session information,

partial queries) with the VA can be integrated into the ASR com-

ponent responsible for combining multiple domain-specific expert

models. Effective integration of contextual signals into E2E ASR

systems (i.e., Eq. 2) remains an open problem today.

3.1.2 Building be�er LMs by leveraging query domain classifica-

tions. Gondala et al. [10] take a different approach and use classifi-

cations of training data queries to influence the n-gram LM train-

ing algorithm. For example, query domains that reference many

tail entities can be allocated more model capacity and that in turn

improves the recognition of tail entities.

Relevance to IR. Offline classification of query logs can be used

to improve ASR. While in [10], the authors used a domain-driven

generative process [35] to obtain training query texts, their ap-

proach can also be applied on queries that occur in usage logs.

However, ASR is a noisy process and consequently queries may

contain recognition errors, and hence, domain classification meth-

ods designed for typed query traffic may not directly apply. The

IR community may find the usage of signals made available dur-

ing the ASR decoding process, such as word-level confidence [17],

helpful to adapt methods designed for typed query classification

to spoken queries.

3.2 KGs and other external data

As mentioned at the end of the previous section, spoken query

logs contain recognition errors, and LMs used for ASR are often

trained, at least partially, on query logs. This practice can lead to a

feedback loop of reinforced errors. While filtering techniques can

provide some relief, they may also introduce undesirable biases in

the training data. The use of external data sources is an alternative

solution that can benefit the recognition of entity-rich queries.

3.2.1 �ery templatization and entity popularity. Gandhe et al. [9]

estimate n-gram LMs directly from entity-rich grammars to im-

prove ASR for new application intents in VAs. In this case, queries

such as in the example of §3.1 can be represented as templates (e.g.,

“play $SONG by $ARTIST” ) with entity slots. Van Gysel et al. [35]

released a VA media player query grammar, including a large list

of media player entities extracted from a large-scale media catalog

user interactions. In [36], the authors extract entities from a VA

query log that occur in the presence of spoken left context (e.g., a

verb) to improve the recognition of entity name queries [42] in the

absence of left context.

Relevance to IR. From an IR point of view, there exist multiple

challenges. First of all, while query templates can be created manu-

ally by domain experts,methods to automatically extract templates

from a query log can be useful. Secondly, while entity popularity

can be extracted from external sources, there likely still exists a gap

between popularity in the source application and the VA applica-

tion (e.g., a difference in demographics). Hence, entity popularity

adaptation methods are still an open research problem.

3.2.2 Using KG relations during ASR decoding. Saebi et al. [28],

amongst others [15, 22], make use of entity type and entity–entity

relations during the ASR decoding process to improve the recogni-

tion of tail named entities. For example, if the ASR decoder is con-

sidering two hypotheses (a) “play can you moon by Harry Styles”

and (b) “play Canyon Moon by Harry Styles”, their approach will
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use the KG relationship between artist (i.e., “Harry Styles”) and

song title (i.e., “Canyon Moon”) as a signal during recognition to

boost the likelihood that the factually correct hypothesis (b) is cho-

sen.

Relevance to IR. Hence, IR research focusing on improving KGs

and entity linking in spoken queries can directly improve the ef-

fectiveness of VA ASR.

3.3 Personalization

Personalization of on-device ASR is an active area of research [3].

For the VA application, and from the language modeling perspec-

tive (as opposed to acoustics [34]), systems may be able to benefit

from signals used in other search applications, such as Web search

[32], as users with different profiles tend to search for different sets

of topics. More specifically, knowledge about the user’s interests–

which may eventually lead to an interaction with a specific intent–

can be helpful to improve user experience. Xiao et al. [39] improve

ASR by bucketing users according to their coarse geographic lo-

cation and enable region-specific query LMs during the ASR de-

coding process. By personalizing the ASR query model based on

user location, they show a significant improvement in the accurate

recognition of spoken point-of-interest queries.

Relevance to IR. On the IR side, user models [7] based on query

behavior or other signals may be helpful to power futher person-

alization of on-device VA ASR.

3.4 Beyond IR

In the previous sections, we focused on the impact of IR research

on the accurate recognition of spoken information queries for the

VA application. Naturally, there exist a multitude of challenges on

the ASR side as well. End-to-end ASR models [38], as opposed to

traditional Gaussian mixture models, have been increasingly gain-

ing popularity since end-to-endmodels consist of less components—

hence, reducing maintenance costs. However, integration of exter-

nal LMs into [5, 21, 29], and personalization of [11, 33, 34], end-to-

end systems remains an active research area. With respect to LM,

Neural Network LMs (NNLM) [1] have gained popularity within

ASR [12, 30, 43]. In the case of VAASR, NNLMs can be significantly

more economical in terms of storage costs than their N-Gram LM

[20] counterparts, as with the latter, the size of the models grows

proportional to the data complexity. However, practical limitations

such as training an NNLM from a heterogenous corpora, inference

latency [26], and federated learning [41] remain challenging. More

recently, large pre-trained Transformer LMs [4, 8, 23, 37] have also

been used to improve ASR [6, 16, 31, 40], although a domain gap

may exist [24]; and have also been shown to be effective for syn-

thetic data generation [2, 14].

4 CONCLUSIONS

We discussed open problems and challenges with respect to mod-

eling spoken information queries for VAs, and listed opportunities

where IR methods and research can be applied to improve the qual-

ity of VA ASR. More specifically, we discussed how query domain

classification can be used during speech recognition and to build

better LMs. Next, we discussed the use of KGs and external data

sources based on user interactions, and discussed personalization.

Finally, and for completeness, we briefly provided an overview of

challenges and open problems within ASR.

We hope that the discussed topics are useful to IR researchers

and lead to the exploration of new, cross-disciplinary research di-

rections and ideas, and as inspiration to discover new application

domains for existing methods.
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