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ABSTRACT
Although media bias detection is a complex multi-task problem,
there is, to date, no unified benchmark grouping these evalua-
tion tasks. We introduce the Media Bias Identification Benchmark
(MBIB), a comprehensive benchmark that groups different types
of media bias (e.g., linguistic, cognitive, political) under a common
framework to test how prospective detection techniques generalize.
After reviewing 115 datasets, we select nine tasks and carefully
propose 22 associated datasets for evaluating media bias detection
techniques. We evaluate MBIB using state-of-the-art Transformer
techniques (e.g., T5, BART). Our results suggest that while hate
speech, racial bias, and gender bias are easier to detect, models
struggle to handle certain bias types, e.g., cognitive and political
bias. However, our results show that no single technique can outper-
form all the others significantly. We also find an uneven distribution
of research interest and resource allocation to the individual tasks
in media bias. A unified benchmark encourages the development
of more robust systems and shifts the current paradigm in media
bias detection evaluation towards solutions that tackle not one but
multiple media bias types simultaneously.

CCS CONCEPTS
• Computing methodologies→ Information extraction; Nat-
ural language processing; • Information systems → Content
analysis and feature selection; Language models.
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1 INTRODUCTION
Media bias is often related to content favoring a particular view-
point or ideology (e.g., political) [34]. Such bias has been the focus
of various research projects [45] and is generally defined and sum-
marized by the term media bias [44]. Media bias can have vari-
ous negative impacts, e.g., the distribution of false facts, affecting
decision-making processes, and endangering the readers’ trust in
news [12]. Accordingly, drawing attention to instances of media
bias can have far-reaching benefits and counterbalance its impact
[4]. Although it may not be possible to eliminate media bias com-
pletely, acknowledging its presence helps educate readers about it
and encourages journalists and publishers to evaluate their work

impartially. Given the vast amount of digital information available,
getting an overview of bias in various media outlets is only possible
with automated solutions [40]. Therefore, automatic media bias
detection experiences steadily growing research attention.

While substantial research exists for solving specific media bias
detection tasks, e.g., gender bias in the news [52], they usually con-
centrate on identifying a single aspect within the media bias spec-
trum. To the best of our knowledge, no single uniform benchmark
allows for the comparison of prominent models, and no overview
of potential media bias tasks and subtasks exists. The lack of a
benchmark leads to some problems: (a) solutions are focused on
specific subtasks and bias types, (b) no standardized comparison
between models is possible, and (c) models in the domain are less
likely to make use of multi-task learning, while media bias itself is
a multi-task problem [47]. A unified benchmark covering different
bias aspects will, in the future, also allow the development of more
robust systems. Therefore, we propose the Media Bias Identifica-
tion Benchmark (MBIB) to introduce a challenging media bias task
collection with associated datasets. Our benchmark is composed of
nine tasks and 22 associated datasets. As MBIB covers a wide range
of media bias types (e.g., framing, political)1, its solution provides
a reliable proxy for evaluation covering the domain as entirely and
socially relevant as possible. To curate the 22 associated datasets,
we conduct an extensive literature search, concluding with a list
of 115 related datasets. In the following, we briefly summarize our
contributions.

(1) The first media bias benchmark is composed of nine tasks
and 22 datasets.

(2) A framework for evaluating models in a standardized way.
(3) MBIB is publicly available at

https://github.com/Media-Bias-Group/MBIB2

2 RELATEDWORK
2.1 Media bias
While media bias is generally often referred to as communicating
about something “in a prejudiced manner or with slanted view-
point” [24], many definitions for media bias and its subtypes exist

1Full list in Table 2.
2To facilitate easy access, we also share our MBIB base corpus on huggingface so that
it can be fetched directly. We provide detailed information on the usage of all our code
and data within the GitHub repository.
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in the literature. For instance, definitions of hate speech in the
literature differ on whether and how strongly offensive language
can constitute hate speech [28]. To name another example, within
linguistic bias, some works rely stronger on traditional linguistic
features, focusing on bias rather as an objective entity [34]. Others
use linguistic bias, or bias by word choice, as a majorly subjective
concept [48], or as a general word choice communicating stereo-
types [5]. In their literature review, Spinde et al. [43] show how
the various definitions diverge in detail. They also introduce the
media bias framework [43], a coherent overview of the current
state of research on media bias from different perspectives, such
as linguistic bias, text-level context bias, cognitive bias, group bias,
and others. The authors show that media bias detection is a highly
active research field and that transformer-based approaches have
significantly improved the media bias classification task over re-
cent years. However, most advances in media bias detection are
still tied to single tasks (e.g., linguistic bias) and do not report on
the generalizability of their results [9, 19, 26, 27, 48, 57]. We give
a full overview of existing datasets in Section 3. Overlapping and
unclear definitions of media bias and its subtypes can lead authors
to explore different biases under the same name. Current system
evaluations are limited without a good overview of available defi-
nitions and datasets, and results are difficult to compare [43].3 The
lack of a standardized evaluation procedure makes comparing and
reproducing results even more challenging. Moreover, focusing on
individual tasks does not allow for a holistic assessment of systems
for media bias. Developing systems that detect media bias as a
whole will increase efficiency (as it reduces the need for multiple
methods), allow for consistency (as it reduces the variation between
evaluations), and lead to more comprehensive bias assessments. By
introducing MBIB, we aim to make such a development possible.

2.2 Language Processing Benchmarks
In other areas of natural language processing (outside of media
bias), task benchmarks have shown how important proxy tasks
can be when tackling complex problems. For example, the Gen-
eral Language Understanding Evaluation (GLUE) benchmark [56]
decomposes natural language understanding into smaller tasks,
formalizing the need for models with strong generalizability in the
domain. GLUE introduces various language understanding tasks,
such as similarity, inference, and question-answering tasks. It also
provides a standardized score that can be used to compare the
performance of different NLP systems across different tasks. An im-
proved version of GLUE is SuperGLUE [55], which adds a broader
variety of tasks4 and also includes fewer training examples, mak-
ing it more challenging to learn and generalize to new examples.
The question answering included in SuperGLUE is increased in
difficulty by requiring more contextual understanding and the com-
bination of information from different parts of the text. For both,
SuperGLUE and GLUE, a task consists of a single labeled dataset.
Another benchmark follows a similar strategy for natural language

3The low comparability is even more surprising given that many existing works
highlight how important task awareness is in resource-scarce domains [2] and in
particular for media bias research [21, 46, 48].
4While the tasks in GLUE mainly involve sentence-level and word-level understand-
ing, SuperGLUE tasks involve understanding and reasoning about more complex
phenomena, such as temporal relations, coreference, and commonsense knowledge.

processing systems, BIG-Bench [50]. Opposed to those in existing
benchmarks, media bias datasets are too small or only cover a par-
ticular aspect of a task. For example, they describe bias by word
choice without a perspective on linguistic bias in total [48].

As existing benchmarks have successfully formalized a challeng-
ing problem by decomposing it into several defined subtasks, they
can serve as inspiration for media bias detection. Still, to overcome
the abovementioned drawbacks, we need to adapt the strategies
from existing benchmarks, which we describe in Section 3.3. We
base our MBIB guidelines on the best-practice benchmark examples,
mainly on SuperGLUE [55]: Every task should have a well-defined
metric, and all tasks should have public training data available. Even
more, the tasks should be too difficult to solve for current solutions
but should be solvable by humans.5 Finally, tasks should be in a
format that is as simple as possible.

3 BUILDING MBIB
In the following, we detail the process that leads to the creation
of MBIB. First, we collect and select relevant media bias tasks and
related datasets (Section 3.1). The tasks should cover media bias
as comprehensively as possible while reflecting societal relevance
and existing research priorities. For instance, gender bias in the
news has become a focus of bias research [52]. Second, we refine
the initial list of datasets through a detailed study (Section 3.2).
Mainly, we incorporate factors such as dataset availability, size,
and quality. The avoidance of duplicates (using the same data basis
or the same data set) is also taken into account here. Third, we
preprocess and unify the chosen datasets (Section 3.4). We also
give a detailed overview of the properties of the selected datasets
(Section 4). Finally, we conclude the construction of MBIB with a
framework defining how models can be evaluated based on the
tasks (Section 5). We set a transformer-based baseline performance
within the framework on all MBIB tasks.

3.1 Media Bias Tasks
A comprehensive curation of tasks that address media bias is chal-
lenging as it encompasses various forms of bias. To ensure a sys-
tematic examination, each task should tackle an independent sub-
category of media bias detection (e.g., linguistic or gender bias).
Specifying media bias types into categories facilitates each task’s
definition, delimitation, and interpretation. We select tasks based
on two criteria:

(1) When occurring in media coverage, the task’s associated
bias should constitute a form of media bias.

(2) Tasks should either (A) be part of the media bias framework
presented by Spinde et al. [43], or (B) be an independent,
distinguishable research field of societal importance.6

To identify task candidates, we assess a list of 322 media bias-
related publications mentioned in [43].7 To the best of our knowl-
edge, it is the most extensive existing literature collection on media
bias to date [43]. Their list categorizes the publications by the type

5This can sometimes also mean that only trained humans can solve the task.
6This criterion implies that the tasks are not necessarily mutually exclusive.
7The authors automatically and then manually filter all relevant media bias research
published between 2018 and 2023 [43]. In total, they consider over 100,000 publications.
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of bias they focus on. We use these (task) categories as a start-
ing point for our task selection, given that they all fulfill criterion
(1). Also, all tasks fulfill either criterion (2A) or (2B). In total, we
identify the following task candidates: linguistic, text-level context,
reporting-level context, cognitive bias (by criterion (2A)), as well
as hate speech, fake news, political bias, racial bias, gender bias,
religious bias, group bias, and framing effects (by criterion (2B)).

Of the task candidates mentioned above, framing effects, group
bias, and religious bias are not included in the MBIB task. Group
bias is an umbrella term describing bias introduced when dealing
with various groups and includes gender bias, racial bias, and reli-
gious bias. Instead of group bias, we, therefore, include the single
tasks to avoid repetitions. Framing effects refer to how media orga-
nizations present information to influence the reader’s perception.
We do not include framing effects due to their similarity to framing
bias being a component of the linguistic bias task. We decided that
religious bias is not part of MBIB due to the low research interest
(only one associated paper). Also, we do not include a wide range
of media bias-related tasks, such as sentiment analysis or stance
detection [47] since they do not directly identify forms of media
bias. Especially sentiment detection is already covered in multiple
existing benchmarks [32]. The remaining five task candidates fulfill-
ing criterion (2B) are added as external tasks to MBIB, together with
the four tasks fulfilling criterion (2A). Therefore, MBIB consists of
9 tasks in total.

In the remainder of this section, we briefly introduce the chosen
tasks. More details and respective subcategories of each task can
be found in [43]. For every task, Table 1 shows an example.

Linguistic bias encompasses all forms of bias induced by lexical
features, such as word choice and sentence structure, often subcon-
sciously used [43]. Generally, linguistic bias is expressed through
specific word choice that reflects the social-category cognition ap-
plied to any described group or individual(s) [5].
Text-level context bias refers to the expression of a text’s context,
whereby words and statements can shape the context of an article
and sway the reader’s perspective [17]. These biases can be used
to portray a particular opinion in a biased way by criticizing one
side more than the other, using inflammatory words, or omitting
relevant information.
Reporting-level context bias refers to bias that arises through
decisions made by editors and journalists on what events to report
and which sources to use [7]. While text-level context bias examines
the bias present within an individual article, reporting-level bias
focuses on systematic attention given to specific topics.
Cognitive bias occurs when readers introduce bias by selecting
which articles to read and which sources to trust, which can be am-
plified in social media [31]. These biases can lead to self-reinforcing
cycles and expose readers to only one side of an issue.
Hate speech refers to any language that manifests hatred towards
a specific group or aims to degrade, humiliate, or offend [28]. Usu-
ally, hate speech is induced by using linguistic bias [30]. Particularly
in social media, the impact of hate speech is significant and exacer-
bates tensions between involved parties. However, similar processes
can also be observed within, e.g., comments on news websites [59].

Fake news refers to published content based on false claims and
premises, presented as being true to deceive the reader [51]. Re-
search on fake news detection typically focuses on detecting it
through linguistic features or comparing content to verified infor-
mation [51]. Fake news have serious consequences, such as poten-
tial influences on the readers’ health and political decisions [36].
However, the exact overlap between media bias and fake news is
yet unclear; we address this again in Section 6.
Racial bias is expressed through negative or positive portrayals
of racial groups. Research has shown that racial bias in news cover-
age can severely impact affected minorities, such as strengthening
stereotypes and discrimination [8, 29].
Gender bias in media can manifest as discrimination against one
gender through underrepresentation or negative portrayal. Gender
bias in media can severely impact perceptions of professions and
role models [39], as well as voting decisions [23].
Political bias refers to a text’s political leaning or ideology, po-
tentially influencing the reader’s political opinion and, ultimately,
their voting behavior [10]. There are several approaches to detect-
ing political bias in media, e.g., counting the appearance of certain
political parties or ideology-associated words.

Table 1: Media bias tasks and examples

Task Example from the MBIB datasets

Linguistic bias

“A Trump-loving white security guard with
a racist past shot and killed an unarmed
Black man during an unprovoked hotel
parking lot attack.” [48]

Text-level Context
Bias

“The governor [...] observed an influx of
Ukrainian citizens who want to stay in Rus-
sia until the situation normalises in their
country” [11]

Reporting-Level
Context Bias

In a presidential campaign, one candidate re-
ceives disproportionate news coverage. [7]

Cognitive Bias
“Republicans are certain that the more peo-
ple learn the less they’ll like about the
Democrats approach” [27]

Hate Speech “I will call my friends and we go [vulgarity]
up that [vulgarity]” [28]

Racial Bias “black people have a high crime rate there-
fore black people are criminals” [3]

Fake News “Phoenix Arizona is the No 2 kidnapping
capital of the world” [57]

Gender Bias “For a woman that is good.” [15]

Political Bias

“Generally happy with her fiscally prudent,
dont-buy-what-you-cant-afford approach
[...]” (classified right) vs “[...] some German
voters have also begun to question austerity.”
(classified left) [27]

3.2 Dataset Collection
Based on our tasks, we select suitable data for each task. These
should be available and widely used datasets in line with the guide-
line by Wang et al. [55]. Furthermore, datasets should be diverse
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in the type of bias they cover and have consistent, high-quality
annotations. Since no extensive overview of the datasets used in the
domain exists to date, we once again assess the list of media bias-
related publications mentioned in the literature review by Spinde
et al. [43] previously used for the task selection.

In our work, we manually analyze all articles in the list to as-
sess each used dataset, providing a complete overview of utilized
datasets. We review 322 media bias-related articles, resulting in a
dataset overview of 115 datasets.

Figure 1: The dataset collection and selection process

3.3 Dataset Selection
In benchmarks like SuperGLUE [55], and BigBench [50], one dataset
is used per task. Having only a single dataset requires a dataset for
every task that is sufficient in size and quality, covering the entire
task. For media bias, as described in Section 2.2, no such single
dataset per task exists. Either datasets are too small, or they only
cover a particular aspect of a task (e.g., datasets associated to the
linguistic bias task either cover framing bias or connotation bias
but not both). Therefore, we base every task on multiple datasets
containing varying definitions of bias, reflecting the dataset-scarce
research area as detailed as possible. The variety of initial datasets,
which we detail more in Section 4, gives more reason why a bench-
mark and overview of the domain is required. Mainly, we evaluate
our datasets based on the following criteria:

(1) First, we identify whether a dataset is accessible8 and labeled.

8We consider a dataset accessible if it is either publicly available, can be directly
recreated (e.g., tweet IDs and labels provided), or there is a defined way to obtain it
from the authors.

(2) Second, we identify whether the dataset uses the English
language. For now, we focus only on English since it is the
dominant language in the research domain [42].

(3) Third, we evaluate the dataset size. While bigger datasets
usually contain a more balanced range of content, they are
often labeled automatically. Smaller datasets are mostly man-
ually labeled and of higher quality. However, they do not
exhibit sufficient data points for many current system archi-
tectures [48]. We set a minimum of no less than 700 data
points per dataset9.

(4) Fourth, we manually evaluate the dataset quality, in terms of
dataset transparency, diversity of sources, overlap with other
datasets, and potential annotator training.We summarize the
benefits of all chosen datasets within the MBIB repository.
We are aware that ultimately, the assessment of quality in
MBIB is based on a manual choice, and address this again in
Section 6.

(5) Fifth, we require that datasets can be transformed into one
unified format as specified in the remainder of this section.

(6) Sixth, datasets need to belong to one of the MBIB’s tasks.
Figure 1 includes the number of datasets filtered out based on

these criteria. Of the 115 datasets collected, only 74 (65%) are directly
available. We discard all 41 others, as well as three which have no
labels. Two datasets are not in English. We discard five datasets
because they could not be transformed into a unified format.10
Finally, 15 datasets belong to non-MBIB tasks such as sentiment
analysis. After applying the criteria, 22 datasets remain. Table 2
displays the selected datasets for each task with their respective size.
Out of the 22 selected datasets two can only be obtained directly
from the authors due to copyright issues [14, 27]. MBIB is, therefore,
currently available in two versions: in a base and a full module. The
base version includes only the datasets directly available and aims
to facilitate access. In the full version all 22 datasets are used. We
provide guidance on accessing and preprocessing the remaining
datasets to create the full version in the MBIB repository. All our
experiments (subsection 2.2) use the full version of MBIB.

After the dataset selection, no datasets associated with reporting-
level context bias are left. Of the initial six datasets for reporting-
level context bias, five are not publicly available, and the only avail-
able dataset is not labeled [16]. Reporting-level context bias, there-
fore, is currently not included in MBIB. We aim to add reporting-
level context bias to MBIB as soon as enough data exists.

3.4 Preprocessing
We preprocess all of the above datasets into one unified format
consisting of the unique ID of the text segment to be analyzed, an
ID indicating to which dataset the statement belongs, the text, a
binary label, and, if given, additional labels11.

While keeping the original labels, we transform all dataset labels
into a binary label format. This has three major advantages:

9After manual inspection, we conclude that the RacialBias [13] dataset is the smallest
set that still included high-quality annotations with sufficient variety in content.
10For instance, the dataset provided by [6] contains quotes with associated statements
outlining the context, which could not be transformed into a binary label.
11We show the exact preprocessing steps for every dataset within the MBIB repository.
There, we also show the datasets in more detail.
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Table 2: Tasks and datasets in MBIB

Tasks and Datasets Data Points

Linguistic Bias 433,677*
Wikipedia NPOV [18] 11,945
BABE [48] 3,673
Wiki Neutrality Corpus [33] 362,991
UsVsThem [19] 6,863
RedditBias [3] 10,583
Media Frames Corpus [22] 37,622
BASIL [9] 1,726
Biased Sentences [25] 842

Cognitive Bias 2,344,387*
BIGNEWS [27] 2,331,552
Liar Dataset [57] 12,835

Text-Level Context Bias 28,329*
Contextual Abuse Dataset [53] 26,235
Multidimensional Dataset [11] 2,094

Hate Speech 2,050,674*
Kaggle Jigsaw [1] 1,999,516
HateXplain [28] 20,148
RedditBias [3] 10,583
Online Harassment Corpus [14] 20,427

Gender Bias 33,121*
RedditBias [3] 3,000
RtGender [54] 15,351
WorkPlace sexism [15] 1,136
CMSB [37] 13,634

Racial Bias 2,371*
RedditBias [3] 2,620
RacialBias [13] 751

Fake News 24,394*
Liar Dataset [57] 12,835
PHEME [60] 5,222
FakeNewsNet [38] 6,337

Political Bias 2,348,198*
UsVsThem [19] 6,863
BIGNEWS [27] 2,331,552
SemEval [20] 9,783

*Refers to the total number of data points of the task.

(1) It allows an easy combination of different datasets without
requiring different model heads.

(2) It follows the task principles set up by Wang et al. [55] to
formulate the task as simple as possible.

(3) By keeping the original labels, changes applied to non-binary
labels can be tracked transparently12.

Most datasets already have binary labels. However, we determine
a threshold for some datasets with continuous labels to binarize
the data. If possible, the authors’ recommendation for a thresh-
old is followed. The original format of every dataset is shown in
Table 3. For instance, the Kaggle Jigsaw data [1] is labeled on a
scale from 0 to 1. The authors recommend using a 0.5 threshold
to binarize the label, which we follow for MBIB. Also, we collapse
multi-categorical labels into two categories. For instance, for the po-
litical bias task, ‘right’ and ‘left’ are combined into ‘biased’ [20, 27].

12Investigating the non-binary labels in more detail will also be an interesting aspect
in future work.

The Liar dataset [57] provides even more labels: ‘true’, ‘mostly-true’,
‘half-true’, ‘barely-true’, ‘false’, and ‘pants-fire’. The first four labels
are combined into a single ‘true’ label and the last two into one
‘false’ label. Even though social media-specific elements such as
hashtags or emoticons are used in related areas such as sentiment
analysis [58], we remove them to not deviate further from a news
format. As an additional step, we enrich the FakeNewsNet dataset
by scraping the tweets or articles referred to by the Tweet IDs given
in the original resource [38]13. Every decision with regards to the
unified format is furthermore detailed in the MBIB repository.

4 DATASET PROPERTIES
Out of the 115 datasets in the dataset overview, 38 contain anno-
tated articles, 32 annotated sentences, 25 annotated social media
posts (mainly Tweets), five annotated comments, and two anno-
tated headlines. The most prominent article source for datasets is
allsides.com (eight datasets). Five datasets stem from Wikipedia.
Ten datasets are created using Amazon Mechanical Turk workers;
six refer to other crowd-working platforms. 32 datasets are found
to be either self-annotated by the authors or by individually hired
annotators. 20 datasets are labeled using distant labeling (retrieving
the label for a single article from the outlet’s bias score). Overall,
we find binary, multi-class, and continuous labels. The data also
contains a lot of other annotations, such as bias-inducing words or
context data. The datasets have a median of 8,656 data points, with
significant variance. The dataset distribution among MBIB’s tasks
can be found in Section 4.

Figure 2: Dataset distribution over MBIB tasks

Out of the 22 datasets in MBIB, nine contain news articles. Eleven
include data from social media, two data from Wikipedia, and
one dataset only consists of quotes (one dataset has two differ-
ent sources). More details on the properties of all datasets can be
found in Table 3. The social media datasets use data from Reddit
[3, 15, 19, 53, 54] and Twitter [1, 13, 14, 28, 37, 60]. Only [28, 54] fur-
ther include data from other platforms such as Facebook and Gab14.
Also, the social media datasets usually focus on specific events [19],
or phrases [28, 37]. The Wikipedia-based datasets [18, 33] are both
based onWikipedia’s POV label, signaling a potentially biased state-
ment. News articles within the collection come from various widely
known sources such as the New York Times [27] and alternative
13The original dataset does only include IDs, not the texts themselves.
14https://gab.com is a microblogging and social networking service.

allsides.com
https://gab.com
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media sources [57]. Partially the datasets are general collections of
news articles [9, 20, 22, 27, 38, 57] and partially they contain articles
collected around certain topics [11, 25, 48].

For the annotations, most authors use crowdsourcing [11, 18, 19,
22, 28, 37, 49, 53, 54]. Others train or commission selected annota-
tors [20, 48], annotate themselves [13, 15] or use external annota-
tions [27, 33, 38, 57]. Some contributions further report either an
annotator training, instructions, or mechanisms to ensure high an-
notation quality (such as control questions) [3, 9, 11, 14, 18, 28, 48].
The labels provided range from binary labels [3, 9, 13–15, 17, 28,
33, 38, 48, 53, 60] to multi-class labels [11, 20, 22, 25, 27, 54, 57] and
continuous labels [1, 19, 37].
The BigNews Corpus [27], the largest dataset in our collection, is
the only dataset not directly labeled on the individual text level.
Instead, annotations are based on the outlet’s bias label.

5 EVALUATION AND BASELINES
5.1 Evaluation Framework
To evaluate models on MBIB, we introduce a framework defining
which metrics should be used and reported. We illustrate the usage
of our framework by evaluating five transformer models on MBIB.
We use stratified 5-fold-cross-validation on the preprocessed MBIB
data, which ensures stable scores while remaining computationally
feasible for larger tasks. Also, we balance the classes in each task
to ensure an equal representation of classes in each fold and thus
ensure unbiased scores.

As the primary performance metric, we choose the 𝐹1-score
based on its established usage as a metric in various benchmarks,
including those previously discussed [50, 55, 56]. All scores of the
five folds are averaged. As the datasets we combine into one task
differ in the number of observations they contain, larger datasets
can strongly influence the final score. Therefore, to calculate the
𝐹1-scores, we propose two methods:

• The micro average 𝐹1-score: One 𝐹1-score is calculated on
the predictions of a model on the entire test set. The scores
of the five folds are averaged.

• The macro average 𝐹1-score: Multiple 𝐹1-scores are calcu-
lated on the predictions of a model on the test set. One
𝐹1-score is calculated individually for every dataset (from
which the data originally stems).

The macro approach ensures that each dataset is represented
equally in the final score, regardless of its size.15 The micro score’s
simplicity and focus on larger datasets enable an assessment of the
impact of dataset size on the model’s overall performance when
used in conjunction with the macro score. As performed in Super-
GLUE [55], we average both scores for all tasks into two (micro and
macro) final media bias scores. By reporting the averaged scores, we
can evaluate model generalizability. By also providing single-task
scores, we can evaluate performances on individual tasks.

5.2 Testing Baselines
As baselines, we test base versions of five available transformer
models, ConvBERT, Bart, RoBERTa-Twitter, ELECTRA, and GPT-2,

15Which is particularly important due to the immense size differences between datasets,
which likely skew the macro average 𝐹1-scores towards our more extensive datasets.

focusing only on lexical features. 16 Figure 3 displays the perfor-
mance of the five evaluated models on every task. The results of the
best performing models can furthermore be found in Table 4.17 The

Figure 3: 𝐹1-scores per task

(a) Micro-average

(b) Macro-average

baseline results give a first intuition about the purpose of MBIB as
they show that no single transformer model stands out as the best-
performing model across all tasks. We find substantial inter-task
performance differences. These differences indicate that some tasks,
e.g., racial and gender bias, seem easier to detect than other tasks,
such as fake news or cognitive bias. However, the performances
are very similar within individual tasks. GPT-2 underperforms on
most tasks. The distinction between the micro and macro F1-scores
highlights a more comprehensive evaluation of a model’s ability to
detect media bias, revealing its specific strengths and weaknesses.
However, it is crucial to explore alternative metrics and delve deeper
into the analysis of individual task scores, as further research in
this area remains necessary. When creating MBIB, a key concern
was that the varying size of the datasets in a task could dispro-
portionately affect the performance of the models. Therefore, the
performance on individual datasets is considered in relation to the
size of the datasets (Appendix A.2). A positive linear relationship
could be expected if there were a direct correlation between size
and performance. However, this cannot be observed.
We foresee advancements in the performance on the MBIB and
encourage continuous assessment of innovative and refined tech-
niques to maintain this progress.
16So, for instance, for fake news detection, we do not use fact-checking databases. We
provide details on these models and why we choose them in the MBIB repository
17We show the average final scores within the MBIB repository.
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Table 3: Details of MBIB’s datasets

Dataset Name Feature Level Feature Source Label Categories Label Source
Wikipedia NPOV [18] statements Wikipedia binary bias label Wikipedia editors
BASIL [9] event spans news articles binary bias label trained annotators
BABE [48] sentences news articles binary bias label trained annotators

PHEME [60] tweets Twitter binary rumor and
veracity label journalists

Multidimensional Dataset [11] sentences news articles labeled on three
bias dimensions crowdsourcing, expert control

FakeNewsNet [38] sentences news articles binary veracity label fact-checking websites
Wiki Neutrality Corpus [33] sentences Wikipedia binary bias label Wikipedia editors

SemEval [20] sentences news articles multi-categorical
hyperpartisan label three annotators

Media Frames Corpus [22] sentences news articles neutral/pro/anti crowdsourcing

Biased Sentences Dataset [25] sentences news articles multi-categorical
bias label crowdsourcing

Kaggle Jigsaw [1] comments Twitter continuous toxicity label annotators
UsVsThem [19] comments Reddit continuous bias label crowdsourcing
BIGNEWS [27] sentences news articles left/neutral/right allsides.com

Liar Dataset [57] statements politifacts.com multi-categorical
veracity label expert annotators

RedditBias [3] comments Reddit binary bias label trained annotators
Contextual Abuse Dataset [53] posts, comments Reddit binary abuse label expert annotators
Online Harassment Corpus [14] tweets Twitter binary harassment label trained annotators
HateXplain [28] sentences Twitter and Gab binary hatespeech label crowdsourcing

RtGender [54] sentences Facebook, Reddit,
TED, Fitocracy

multi-categorical gender
perception label crowdsourcing

WorkPlace sexism [15] sentences news articles, quotes binary gender bias label trained annotators
CMSB [37] tweets Twitter continuous sexism scales crowdsourcing
RacialBias [13] tweets Twitter binary racial bias label annotators

6 DISCUSSION
Already in 2021, Spinde et al. [48] emphasized that media bias sys-
tems with better generalization capabilities are needed. The authors
concluded that a way to promote such generalization capabilities
would be a more refined evaluation scheme, as presented in Check-
List [35]. MBIB, for the first time in the media bias domain, provides
such a refined evaluation scheme and promotes the development of
models with stronger generalizability. Also, MBIB illustrates that
many different tasks exist in the media bias domain, and creates
awareness of media bias being a complex construct in total.

While the media bias framework of [43] helps to capture this
complexity, it has the downside of tasks not being intuitive to un-
derstand, sometimes causing unclarity about where a specific bias
fits in. Future work should, therefore, improve taxonomies and con-
ceptual overviews of the research domain. The amalgamation of
various bias tasks presents a considerable challenge due to factors
such as legal disparities, regional variations, and cultural contexts.
Addressing these complexities necessitates meticulous dataset cu-
ration, annotation guidelines, and a thoughtful approach to evalu-
ation procedures. Nevertheless, it is through this comprehensive
combination that we can foster the development of methodologies
capable of addressing multiple types of biases concurrently. For

the selection of datasets, we aim to present a stringent justifica-
tion. However, other compositions of datasets are also conceivable.
While some areas in the domain exhibit multiple datasets, others
are scarce or have no particular datasets targeting the respective
subconcept. The lack of datasets for the reporting-level context
bias task additionally limits MBIB. Also, the text-level context and
racial bias tasks can be strengthened by more available datasets as
they currently only contain two datasets. Especially for text-level
context this leaves the informational bias aspect (as described by
[43]) uncovered. We hope that our comprehensive dataset overview
can promote the creation of further datasets by facilitating the
identification of areas with low data coverage. The large amount
of social media data within our benchmark reflects that bias on
social media is potentially stronger [13]. However, to address so-
cial media and news outlets equally, both important sources of
information, we propose to focus on developing more news article-
related media bias datasets. Additionally, all datasets exhibit some
tradeoff between manual labels being expensive, and automated
labels not always being precise. Big datasets such as BIGNEWS
[27], therefore, likely introduce a lot of noise due to less precise
labels. Generally, annotator training might help to increase agree-
ment among the labels [48], while quality control measures such
as monitoring annotator performance might enhance overall data
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quality [11]. We acknowledge the importance of privacy and GDPR
compliance in handling data from social media and online sources.
All datasets included in MBIB are anonymized. To ensure continued
compliance, we commit to periodically updating the benchmark to
reflect changes in the source datasets, maintaining the integrity and
relevance of our benchmark while respecting privacy regulations.

In future work on MBIB, other biases (like framing or religious
bias) can be considered; even more, we envision the creation of a
benchmark that also includes related concepts, such as sentiment,
to continuously extend our benchmark to measure any opinion ex-
pressed in texts. A continued discussion about which tasks capture
media bias best remains necessary to build such a future collection.
Additionally, in future work, wewill includemulti-categorical or nu-
merical data and integrate multiple languages into our benchmark
[41], which is yet only focusing on English. We want to increase
the overall diversity of MBIB tasks so that it continues to address
the complexity of media bias detection in more and more detail.

7 CONCLUSION
This work proposes MBIB, the first ever multi-task benchmark for
media bias. MBIB is organized over nine tasks and consists of 22
datasets, which we curate from a list of 115 datasets in total. We
evaluate the datasets based on their focus, size, availability, and
label quality to filter the original list. We also present a framework
showing how future models can be evaluated using our benchmark.
By introducing MBIB, we aim to capture media bias as extensively
as possible and to give a complete overview of currently available
resources in the domain. We believe that MBIB offers a new com-
mon ground for research in the domain, especially given the rising
amount of (research) attention directed towards media bias. We
will continue to update MBIB in the future, and add potential new
datasets and tasks.
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A APPENDIX
A.1 Model Baseline Results

Table 4: Best average scores per task

(a) Micro-scores

Bias Type Model Micro-Score
Linguistic Bias ConvBERT 0.7126
Cognitive Bias ConvBERT 0.7044
Text-Level Context Bias ConvBERT 0.7697
Hate Speech RoBERTa-Twitter 0.8897
Gender Bias RoBERTa-Twitter 0.8334
Racial Bias ConvBERT 0.8772
Fake News Bart 0.6811
Political Bias ConvBERT 0.7041

(b) Macro-scores

Bias Type Model Macro-Score
Linguistic Bias Bart 0.7664
Cognitive Bias ConvBERT 0.4995
Text-Level Context Bias ConvBERT 0.7532
Hate Speech Bart 0.7310
Gender Bias ELECTRA 0.8211
Racial Bias ELECTRA 0.6170
Fake News RoBERTa-Twitter 0.7533
Political Bias ConvBERT 0.7110

A.2 Model Performance on the Dataset Level

Figure 5: 𝐹1-scores per dataset and the size of the testset
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