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ABSTRACT 

People tend to consider social platforms as convenient media for expressing their concerns and 

emotional struggles. With their wide-spread use, researchers could access and analyze user-

generated content related to mental states. Computational models that exploit that data show 

promising results in detecting at-risk users based on engineered features or deep learning models. 

However, recent works revealed that these approaches have a limited capacity for generalization 

and interpretation when considering clinical settings. Grounding the models’ decisions on clinical 

and recognized symptoms can help to overcome these limitations. In this paper, we introduce 

BDI-Sen, a symptom-annotated sentence dataset for depressive disorder. BDI-Sen covers all the 

symptoms present in the Beck Depression Inventory-II (BDI-II), a reliable questionnaire used for 

detecting and measuring depression. The annotations in the collection reflect whether a statement 

about the specific symptom is informative (i.e., exposes traces about the individual’s state 

regarding that symptom). We thoroughly analyze this resource and explore linguistic style, 

emotional attribution, and other psycholin-guistic markers. Additionally, we conduct a series of 

experiments investigating the utility of BDI-Sen for various tasks, including the detection and 

severity classification of symptoms. We also examine their generalization when considering 

symptoms from other mental diseases. BDI-Sen may aid the development of future models that 

consider trustworthy and valuable depression markers. 
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1 INTRODUCTION 

People who value independence, privacy and, sometimes, anonymity feel comfortable 

speaking about mental issues on social media platforms [21]. Researchers have even 

found that young people are more prone to discuss sensitive issues online than face-to-

face [4]. 

The early identification and diagnosis of mental disorders are critical for effective 

treatment reducing mortality and morbidity, including the costs associated with 

misdiagnosis [35]. Numerous studies have highlighted how early interventions reduce the 

negative impact of mental disorders [15, 44]. In this context, the amount of user-generated 

data from social media allowed researchers to investigate online indicators of mental 

health conditions. Social media platforms became a source of information to provide early 

interventions that are low-cost and non-invasive [11]. Rich bodies of work have shown 

encouraging results in determining the presence of mental diseases exploiting social 

media writings from different platforms [6, 8, 50]. In the case of depression, researchers 

have focused on identifying depressive patterns and linguistic markers to develop 

predictive models [3, 55], obtaining great accuracy on multiple evaluation benchmarks 

[41, 62].  



Although the pioneer models in the mental health domain showed good predictive 

performance, there are still significant gaps towards their real integration in clinical 

settings [12, 57]. One major limi-tation is that these models have a limited generalization 

capacity (i.e., when extending the models to other social platforms or collec-tions) [16, 

30]. Another area for improvement is the interpretability of these models. They often lack 

transparency in their decision-making processes in a domain where interpretability is 

essential for clinicians to validate a diagnosis based on automated screening results [57]. 

To overcome the above limitations, a recent line of work focused on developing models 

that integrate depressive symptoms as reliable clinical markers. However, most of the 

existing datasets on depression detection only provide binary labels at the user level 

(depressive vs control users) [5, 32, 59]. Recently, the eRisk depression severity shared 

task [28] made pioneer contributions to promote the integration of symptoms detection, 

as they were the first to release a dataset containing user-produced labels at the symptom 

level. The eRisk severity estimation collections contain social media user responses to 

the BDI-II [2], a questionnaire that includes 21 recognized symptoms, such as sadness, 

irritability or fatigue. These new types of datasets allowed the leverage of depression 

markers from standard questionnaires to construct detection models. As a result, new 

symptom-based models demonstrated their potential to improve traditional approaches 

regarding performance, interpretability and generalization [37, 46, 60]. 

In this paper, we introduce BDI-Sen to promote further the development of models based 

on symptom markers to identify depressive signs. BDI-Sen is a dataset comprising 4973 

annotated sentences covering depressive symptoms and 41 200 control sentences. 

Follow-ing a similar approach to PsySym [61], which includes symptoms of different 

diseases based on the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) 



[38], we identify relevant sentences to depressive symptoms. However, in our case, the 

sentences are associated with users’ responses to the 21 BDI-II symptoms. BDI-Sen is 

also a valid resource for ranking representative sentences of depressive symptoms, 

following the recent CLEF eRisk task [42]. Adhering to established clinical schemas for 

diagnosing depression, such as BDI-II, is crucial for facilitating the integration of more 

effective and consistent diagnostic support tools. 

For building our dataset, we first semantically ranked the whole sentences from the 

annotated users for relevance to a symptom. To do so, we estimated semantic similarities 

using sentence transformers embeddings [48] and relying on the descriptions of elements 

provided by the BDI-II as queries. In the second phase, we follow a manual annotation 

schema as in similar works [20, 32, 36] where experts decided the actual relevance of the 

filtered candidates. 

Our study includes a symptom-by-symptom analysis of the language and emotional 

characteristics of the annotated sentences. Additionally, we perform experiments to 

validate the usefulness of BDI-Sen for various tasks, including the detection and severity 

estimation of symptoms. Using a wide range of classification models, we find that the 

methods can effectively detect sentences representative of depressive symptoms. 

However, when considering different severity risk levels, we observe a significant 

decrease in performance. Further examination via error analysis reveals the challenge of 

distinguishing between closely related severity levels. Finally, we investigated the 

generalization of our models to symptoms from other mental diseases, showing that the 

models trained on our dataset can generalize well. BDI-Sen dataset and the code 

implemented is available under the eRisk dataset research license1. 

                                                 
1 https://erisk.irlab.org/BDISen.html 



2 RELATED WORK 

Traditional research about social media and mental health activity has thoroughly 

addressed how the users’ self-disclosure of their illnesses and symptoms affects their 

mental health. Many studies have analyzed the benefit of self-disclosure on social users 

[17, 18, 31]. Self-disclosure refers to any communication about oneself communicated 

by an individual to others. Mental health-related self-disclosure on social media may help 

users to perceive higher levels of social support [17] and reduce psychological distress 

[51]. In addition, positive disclosure tends to produce more positive feedback for the 

community, improving the connectedness feelings [33]. Moreover, people being 

authentic in the disclosure shows improvements in self-esteem [58]. These and other 

reasons (like anonymity [1] or reduced perception of vulnerability [24]) explain why 

many social media users are prone to talk about their inner selves in those public forums. 

The self-disclosure of individuals’ information motivated extensive work on detecting 

mental diseases from social media [14, 53, 54]. Mental disease detection models aim to 

automatically label users with published traces of mental illnesses based on online 

information. Early research in this field focused primarily on de-tecting depression [9], 

which is still the predominant mental disease in this domain. Later, other studies expanded 

the scope to include multiple conditions [54]. There are two main types of approaches for 

mental disease detection: those that use traditional machine learning algorithms with 

engineered features such as bag-of-words, topic modelling, or Linguistic Inquiry and 

Word Count (LIWC)[3, 43], and those using deep neural networks to encode users’ 

writings [25, 39, 63]. However, models under both paradigms tend to suffer from a lack 

of generalizability [16, 37]. Additionally, most deep neural methods are considered black-

boxes that cannot pro-vide reliable explanations. On the other hand, the use of engineered 



features are often too general (e.g., word counts, posting hours) to provide personalized 

user-level explanations [36, 60]. 

Recent studies have explored the creation of symptom-based prediction models for signs 

of depression. These models showed the importance of presenting reliable depression 

markers to aid health professionals in their diagnosis [7]. Most of them leveraged the use 

of Large Language Models (LLMs) to design classifiers [37, 46, 60]. For instance, Zhang 

et al. [60] developed a BERT-based model that aggregates markers from different clinical 

inventories to calculate the risk of symptoms at the post level. To improve the efficiency 

of their approach, they designed templates based on standard questionnaires to pre-filter 

only representative posts. 

Nguyen et al. [37] also explored BERT-based methods using symptom classifiers and 

compared them against a standard depres-sion classifier. They used the nine symptoms 

from the 9-Question Patient Health Questionnaire (PHQ-9) [22] to design the symptom 

classifiers. Covering three different datasets, the authors found that these classifiers 

performed well compared to the standard depression classifier while generalizing better 

to other datasets. Moreover, the authors found that when leveraging the weights from the 

attention architecture, these symptom classifiers provide a model that can highlight 

specific posts based on relevant symptoms, improving their interpretability. In addition 

to this, the works proposed to solve the eRisk depression estimation shared task were 

pioneering contributions to the development of symptom detection models, where their 

approaches predicted the BDI-II symptom responses of Reddit users. For a detailed 

analysis of these works, we refer the reader to the corresponding shared task overviews 

[28, 29, 41]. 



To facilitate the development of mental health detection models, the research community 

created datasets covering various mental illnesses. Due to the complexity and time-

consuming nature of data acquisition approaches, researchers in this domain have used 

different heuristics to automatically label users. These heuristics are commonly known as 

"proxy diagnostic signals". For depressive disorder, most of these proxies are based on 

self-diagnostic statements in social media (e.g., "I have been diagnosed with depression") 

[6, 8, 32, 52, 59]. While relying on self-diagnostic statements has its limitations [12], it is 

an effective way to obtain a sufficient amount of data in a low-effort, and unobtrusive 

manner. Copper-Smith et al. [6] and Losada and Crestani [27] made pioneer contributions 

by releasing a public collection based on self-expression from depression diagnoses on 

Twitter and Reddit, respectively. 

Following the works mentioned above, we can find collections that go beyond providing 

binary labels for depression detection. Some datasets focused on more diverse aspects, 

such as including temporality in their annotations [32], or the combination of different 

modalities of data, such as text and images [52]. When considering the time factor, the 

collections released by the shared tasks of early risk detection (eRisk) add further 

challenges over the classical binary classification problem [28, 29, 41]. Additionally, the 

eRisk collections on depression severity estimation adopt a human-in-the-loop approach, 

requiring self-reported information directly from individuals. These collections consist of 

users’ social media posts and the real users’ responses to the 21 BDI-II symptoms. 

In another exciting contribution to this new trend of symptom-based models for the 

mental health detection domain, Zhang et al.[61] released the PsySym dataset. This 

dataset is the first annotated symptom sentence dataset that covers multiple mental 

disorders. PsySym includes annotations of 38 symptoms from 7 mental disorders. The 



authors established the symptom classes according to the DSM-5, accompanied by the 

descriptions of diverse inventories. While our work shares similar motivations, we differ 

in our approach by adhering directly to the clinical questionnaire of the BDI-II and 

providing the actual responses of the writers to the analysed symptoms’ questions. The 

present study represents a step towards considering reliable symptoms as depression 

markers to design more robust mental health detection models. 

3 BDI-SEN DATASET 

This section describes the construction and annotation schema of the BDI-Sen dataset. 

We create a symptom-based dataset with relevant sentences that trace the presence of 

clinical symptoms. For this reason, we develop an annotation schema based on the BDI-

II [2], a highly reliable tool to diagnose depression in clinical settings [23]. The BDI-II 

covers 21 recognized symptoms, including emotional, cognitive and physical markers. 

Each item in the questionnaire has four alternative option responses scaled in severity 

from 0 (least severe) to 3 (most severe). These options have a textual description 

associated. Table 1 provides an example of the option descriptions for the symptom Loss 

of energy. To create the BDI-Sen dataset, we used as data source the eRisk2019 

depression severity collection [28], which contains social media users’ publications from 

Reddit and their responses to the BDI-II symptoms. We used Reddit as the target platform 

due to its wide acceptance in previous studies [5, 32, 41, 61]. 

3.1 Dataset Construction 

Candidate Sentences Selection. The large volume of publications from eRisk2019 

training users requires an exhaustive filter for reasonable annotation efforts. For this 



reason, we design an initial retrieval stage based on filtering candidate sentences that may 

be relevant to each symptom. The retrieval phase uses the options’ descriptions (severity 

descriptions) as queries to select the candidate sentences. We generate four queries (one 

per severity level) and search the entire set of sentences. For this purpose, we produce 

semantic rankings using cosine-similarity with sentence transformers [48] leveraging a 

pre-trained model based on RoBERTa [26]. To obtain a reasonable balance between the 

amount and quality of candidates, we conducted pilot experiments involving expert anno-

tators2. We presented them with candidate sentences from different similarity thresholds. 

This process resulted in a minimum value of 0.6 to filter out candidates. We further 

restricted the assessor’s work to the first 750 ranked sentences in those symptoms where 

this threshold produced too many candidates. 

Annotation schema. After selecting the candidate sentences, a team of expert annotators 

consisting of a psychologist, a speech therapist, and a PhD student with knowledge in the 

field were responsible for annotating BDI-Sen. The three annotators individually 

examined the whole set of candidates, with all supplementary metadata removed 

beforehand to avoid potential bias. To ensure the quality of the labels, we conducted 

training sessions with the annotators. We discussed the labelling rules with all of them, 

providing examples of positive and negative cases for each symptom. We instructed the 

annotators on the goal of our study, and explained the concept of relevance: a sentence is 

deemed relevant if it offers infor-mation about the specific symptom for the individual. 

Specifically, each annotator answered the following question in a binary setting 

(Positive/Negative): Does the sentence offers information about the symptom, and the 

user talks in first person? If in doubt, annotators could leave a sentence unlabelled, and 

                                                 
2 Prior research showed a high variance in symptoms distributions, since for some of them is easier to 

retrieve relevant sentences [36, 61]. 



there was no time limit on their annotations. We presented the sentences for each 

symptom in a different ranking, and the same sentence can appear in the rankings for 

different symptoms. Each sentence was considered positive following a majority voting 

approach among the annotators’ decisions. Finally, we obtained a total of 4973 annotated 

sentences. The interannotation agreement among the three annotators was 84.93%, which 

is a substantial agreement compared to similar works [32, 36, 61]. 

Overall Annotation Results. Table 2 shows the number of positive, negative and control 

sentences obtained from the publications of the eRisk2019 users: (1) Positive sentences 

are those identified as relevant to the BDI-II symptoms, with a total of 853 sentences. (2) 

Negative sentences represent the highest percentage of annotations, totalling 4120. 

Despite being semantically related to the symptom, the negative sentences are not relevant 

to it. However, they can still be valuable for developing efficient depression detection 

models, being examples of false positives, one of the main challenges in detecting risks 

in social media [30]. (3) We include a set of Control sentences. For each symptom, we 

obtain ten sets of control sentences, each set having the same number of sentences as the 

negative group. The control sentences were randomly obtained from the rest of the 

sentences not selected for annotation. The experts annotated the 17% sentences from the 

pool of candidate ones as relevant. Among the BDI-II symptoms, Loss of pleasure has 

the most annotations (739), while Low libido has the least (24). Comparing the positive 

and negative groups, we can see that the number of sentences annotated as negative is 

always higher than the number of positive ones. 

Severity Weak Labels. In addition to the relevance labels provided by our annotators, 

using the eRisk2019 users as data source allowed us to include severity labels (0-3) for 

each BDI-II symptom. The severity labels correspond with the responses from users who 



authored the sentences to the BDI-II. We leveraged this additional information using a 

weakly-supervised approach to generate weak labels for each sentence. Specifically, we 

assigned the severity label corresponding to the user’s response to each sentence related 

to the symptom. Table 3 shows examples of sentences from our dataset, along with their 

binary relevance labels and weak severity labels for the symptom Sleep issues. For 

instance, looking at the sentence "I just have energy to eat and sleep", its author responded 

3 for that symptom. Therefore, the weak severity label is 3. This information allowed us 

to study the relationship between language and symptom severity at the sentence level, 

despite not having severity labels annotated by experts for each sentence. 

3.2 Dataset Analysis 

Next, we present an analysis of the constructed dataset. This section aims to determine if 

there are any differences among the three groups (positive, negative, and control) and 

among the positive group along the different symptoms. Following Rissola et al. approach 

[49], we analyze psycholinguistic and emotional features that characterize the writing 

style from the groups [5, 50, 59]. While the previous works studied the overall language 

of positive individuals vs control ones, we present the analysis at the symptom level in 

this case. First, Table 2 shows the main statistics and vocabulary comparison of the three 

groups of sentences for each symptom. The first block (first four rows) corresponds to 

the average annotation agreement of the symptom, along with the number of sentences 

per group. We note the high agreement among the symptoms, with only five having an 

agreement of less than 80%. While we considered including the Cohen’s kappa 

coefficient, we decided against it since our dataset labels were highly unbalanced. In 

scenarios where labels are very unbalanced (e.g., our positive sentences represent a small 



percentage of the candidates), kappa can be a misleading measure of agreement. In 

particular, for rare classes, very low kappa values may not necessarily reflect low rates of 

overall agreement [56]. Therefore, using the average annotator agreement may be a more 

appropriate measure. 

Words Usage. The second block of Table 2 corresponds to the Jaccard index between 

the sentence groups. This index is a statistic used to quantify the diversity of sample sets 

[13]. Therefore, the higher the Jaccard value, the more similar the use of words from the 

groups3. Visualizing these results, we see that positive vs control are the groups with the 

least common vocabulary. For example, in some symptoms like Punishment feelings, they 

only share the 4% of the vocabulary. On the other hand, the most similar groups are 

positive vs negative (average Jaccard index of all symptoms of 15.60%) and control vs 

control (average of 18.81% over the control sets). The former makes distinguishing 

between negative and positively labelled sentences hard when only considering bag of 

words models (e.g. "you might be having trouble sleeping." is a challenging negative 

sentence) 

Words Distribution. We analyzed the differences in word probability distributions 

among groups. The third block of Table 2 re-ports the difference in word probability 

distributions among groups. We measured how the probability distributions (i.e., the 

language models) differ using Kullback-Leibler divergence (KL). If the two distributions 

are identical, the KL value is 0. Visualizing the numbers, we observe that the word 

distributions for most symptoms have more KL when comparing positive vs control 

groups. Again we observe lower similarities between positive and negative groups 

                                                 
3 Please note that the comparison with the control group is always the averaged value over the ten sampled 

control sets. 



Finally, Figure 1 illustrates the kernel density estimation of the word probabilities of six 

BDI-II symptoms.4 The x-axis represents the logarithm of the word probabilities. Thus, 

the right side of this axis corresponds to the words with higher probabilities (i.e., frequent 

words). The y-axis corresponds to the kernel density es-timations. We compare the word 

distributions of the LMs from the three groups considered. We may observe apparent 

differences between the control vs positive/negative groups. The word probabilities in the 

control groups result in a high density of words with high frequencies (i.e., the control 

group uses common words more frequently). However, that is not the case in the positive 

and negative groups, where many used words correspond to less probable terms (i.e., they 

use uncommon terms more frequently). Moreover, the distributions of positive vs 

negative groups show more differences on the right side of the x-axis (associated with 

high probability words), where the positive group uses more common words than the 

negative. These differences may correspond with first-person pronoun use (more popular 

and more used by depressed individuals [40]) versus second-person pronoun usage. 

Emotions and Sentiments Association: Similar to prior works that revealed significant 

differences in emotional expressions between depressive and control groups [8, 49], we 

investigated to extend this type of analysis at the symptom level. We used the Plutchik 

set of emotions [45], which considers: 1) eight primary emotions: anger, fear, sadness, 

disgust, surprise, anticipation, trust, and joy and 2) two basic sentiments: positive (SP) 

and negative (SN). To quantify the emotion levels, we relied on the NRC emotion lexicon 

[34], which includes a set of words associated with the Plutchik emotions. In our analysis, 

we calculated the percentage of sentences from each group (positive, negative, control) 

that contain at least one word associated with the primary emotions and sentiments. 

                                                 
4 Due to page limitations, we did not include the illustration for all the symptoms, but we found similar 

patterns on them. 



When comparing these results among the groups, we identified two different patterns 

among the symptoms. We illustrate both in Figure 2. The symptoms in the first row show 

marked differences between the positive and negative/control groups. For example, for 

the symptom Social Issues, the percentage is always the highest in the positive sentences, 

with terms associated with fear or SN being in more than 30% of the positive sentences. 

Interestingly, the percentage of words referring to SP is also higher. This aligns with 

previous studies that demonstrated individuals with depressive conditions tend to be more 

emotional in social media [50]. However, in the second row, we observe a different 

pattern. The differences are much lower in this second type of symptom, with a high 

degree of overlapping. 

4 EXPERIMENTS 

In this section, we provide an experimental analysis to evaluate the impact of the BDI-

Sen dataset preliminarily. As previously discussed, integrating clinical symptoms for 

developing mental health detection models has significant practical implications. For this 

reason, we divided our experiments into two tasks: 1) Symptom Detection and 2) Symptom 

Severity Classification. In the symptom detection task, we explored models identifying 

sentences relevant to BDI-II symptoms. On the other hand, the severity classification task 

leverages the four levels of severity of the BDI-II (corresponding with the four possible 

responses to each symptom, see Table 1 for an example) to classify the sentences based 

on them (0-3). In addition, to evaluate the generalization ability of our classification 

models, we also explored how the models trained on BDI-Sen behave on sentences from 

symptoms related to other mental diseases from the PsySym dataset [61]. 

  



4.1 Models 

Similar to recent literature [37, 61, 61], we considered different types of pre-trained large 

language models (LLMs) formulated as classi-fiers. First, we used BERT-based models 

[10] for text classification. We finetuned the pre-trained BERT base uncased model, 

which represents a strong baseline. We also finetuned MentalBERT [19](MBERT)5, a 

masked language model explicitly trained for the mental health domain. MBERT is 

pretrained with a corpus coming from subreddits associated with various mental diseases. 

As the last BERT variant, we included BERT-mini6, a cost-effective alternative to BERT 

with fewer parameters, to explore the performance of a more lightweight model. Finally, 

we included T5 (Text-to-Text Transfer Transformer) [47] in our experiments, which we 

finetuned to generate labels in textual form. 

In addition to these deep learning models, we included two traditional classification 

approaches based on textual features. We used TF-IDF features with a linear classifier 

based on Logistic Regression to predict the labels (TF-IDF+LR). We also explored text 

features derived from LIWC categories. LIWC [43] provides a set of linguistic categories 

that can extract psychological features from the text, such as the presence of words related 

to positive or negative emotions. We extracted the LIWC features for each sentence and 

employed those with an SVM classifier (LIWC+SVM). These two traditional approaches 

are good baselines for examining the improvements of complex deep learning models. 

                                                 
5 https://huggingface.co/mental/mental-bert-base-uncased 
6 https://huggingface.co/prajjwal1/bert-mini 



4.2 Experimental Settings 

In all our experiments, we used three splits of our dataset corresponding with 

training/validation/testing in a ratio of 7:1:2. For the training and validation sets, we 

included the sentences annotated as positive, and we randomly selected the same number 

of control sentences to balance the labels. That resulted in 1194 sentences in the training 

set and 172 in the validation set. We included more control sentences for the testing split 

to simulate a more realistic scenario. When processing user data in social networks, most 

sentences are not about depressive symptomatology. In a real setting, there is a high 

unbalanced towards the control class. For this reason, the number of control sentences in 

the test set is always five times greater than the number of positive sentences (resulting 

in 1026 sentences in the test split). 

Regarding model choices and hyperparameters, in case of the TF-IDF+LR model, we 

removed stopwords and used 5-fold-cross-validation with the regularization strength (C) 

as hyperparame-ter in the ranges: [0.1, 0.5, 1, 2, 5, 10, 100, 1000]. In LIWC+SVM, we 

incorporated all the 64 categories from LIWC, used 5-fold-cross-validation with linear 

and RBF kernels, and the penalty parameter C in the ranges: [0.1, 1, 10, 50, 100]. We 

follow the same procedure for all the transformer-based models by using existing 

implementations from the HuggingFace library. Thus, we did not include any additional 

hyperparameter tuning. Specifically, for MBERT, BERT, and BERT-mini, we used a 

learning rate of 2𝑒−5, the maximum sequence length of 128 during 20 epochs and a batch 

size of 32. For T5, we used a learning rate of 1𝑒−3, a maximum sequence length of 256 

during 10 epochs with a batch size of 16. 



4.3 Symptom Detection 

Identifying symptoms is crucial for diagnosing and researching mental health diseases 

[57]. Therefore, detecting depressive symptoms may be highly beneficial for early 

detection from social media data. In the symptom detection task, our goal is to determine 

if a sentence is relevant to a depressive symptom or not. We formulate this task as a binary 

classification problem, where the models detect if the sentence is related to a depressive 

symptom (1) or not (0). For the T5 model, we finetuned it by training T5 to generate 

"true" or "false" tokens. Table 4 shows the results of all our methods considered for 

symptom detection. 

The results in Table 4 show that all the methods have relatively high F1 and AUC, with 

AUC scores ranging from 0.83 to 0.95, and F1 scores from 0.62 to 0.83. We can see that 

the transformer-based models, except BERT-mini, performed better than methods based 

on textual features (TF+IDF and LIWC). The results also show that the standard BERT 

model and T5 perform similarly despite T5 being pre-trained on a larger corpus of data. 

In line with prior research [19, 61], the model pre-trained on mental health-related corpora 

(MBERT) achieved higher scores in almost every metric. The models seem to peform 

worse in terms of precision, with MBERT obtaining the best value (0.74) and LIWC with 

the worst (0.49). 

To better understand these results, Figure 3 provides a visual representation of the 

distribution of true and false predictions made by each of our classification models. These 

numbers show that the transformer-based models have a high ratio of true positives, from 

0.94 (BERT-mini) to 0.98 (T5 and BERT). The percentage of false negatives for these 

models is small, with less than 0.06 in all cases. On the other hand, the number of false 

positive errors is higher. In the mental health domain, missing an individual at risk of 



being reviewed by professionals, is much more worrying than therapists examining a 

healthy person. For this reason, a good prediction performance for false negatives is 

crucial. Finally, we can also observe that the prediction errors of the methods using the 

textual features have the lowest accuracy overall. 

4.4 Symptom Detection - Generalization 

Recent studies have demonstrated the low generalizability of mental disease detection 

models [16]. In this experiment, we want to analyze whether models trained on the BDI-

Sen data can generalize to detect symptoms from other mental illnesess. We evaluated 

this premise using the PsySym dataset [61]. The mental disorders covered by PsySym are 

depression, anxiety, ADHD, bipolar disorder, OCD, PTSD and eating disorder. We 

aimed to test the ability of our models to generalize across these conditions, given the 

potential overlap in symptom expression between different mental disorders. For this 

purpose, we used the same models in the symptom detection task (Section 4.3) trained in 

BDI-Sen and tested them over the symptoms of the seven mental disorders of PsySym. 

Table 5 shows the results of our models on the PsySym data. The number of positive test 

sentences for each disease is indicated between brackets. We also display their number 

of common symptoms with the BDI-Sen symptoms (third row). We only considered 

positive sentences of each illness and reported the precision that the models achieved. 

Based on the figures, deep learning methods exhibited good generalization capabilities to 

other mental diseases. However, a significant performance gap exists between the models 

using textual features (TF+IDF and LIWC+SVM) and transformer-based ones. 

Specifically, the best-performing model, T5, achieved an average accuracy of 0.81 across 



the symptoms for all diseases. Meanwhile, the worst (TF-IDF+LR) had a precision of 

only 0.44. 

These results suggest that the models trained on our dataset can generalize well to 

symptoms from other mental diseases. However, as shown in the last row of Table 5, the 

performance varies among illnesses, indicating that some disorders may be more 

challenging to detect than others. Unsurprisingly, the models have their best accuracy 

when evaluated in depression, with an average of 0.81. For the other diseases, the results 

suggest that the more symptoms they share with BDI-Sen, the better the model performs. 

Specifically, we achieved at least 0.70 accuracy in anxiety, bipolar disorder, OCD, and 

PTSD. In contrast, the worst results correspond to ADHD and eating disorders, with 

accuracy numbers of 0.59 and 0.51, respectively. Conducting these types of multi-disease 

analyses may provide valuable insights into the similarities and differences be-tween 

different mental health conditions, potentially leading to new avenues of research. 

4.5 Symptom Severity Classification 

In this experiment, we aim to classify the sentences from BDI-Sen based not only on 

whether they are relevant to the symptom but according to the declared severity level. 

This task represents a step forward from our previous experiments enabled by the weak 

labels we provide in the BDI-Sen from the users’ response to the BDI-II. By identifying 

the severity of each symptom, mental health detection models may provide a more 

nuanced and accurate diagnosis of an individual’s situation. We formulate the task as a 

multi-classification problem. The models classify each sentence severity according to the 

BDI-II schema, with the levels ranging from 0 to 3 (see Subsection 3.1). We refer the 

reader to Tables 1 and 3 to see descriptions and example sentences from our datasets of 



the severity levels. In this experiment, we used the same text classification models trained 

in a multi-class setting and considered two experimental variants: 

(1) The first experiment considers all severity levels, which includes a separate category 

for control sentences that were randomly selected (i.e., unrelated to any symptom). The 

aim was also to investigate whether the multi-class classification models may distinguish 

sentences talking about the symptom in a non-negative way (severity level 0) from those 

unrelated to the symptoms (control). Table 6 presents the results of our classification 

methods under this setting. We can observe a significant decrease in performance 

compared to the symptom detection experiments, where only two classes were 

considered. Although all methods achieved a reasonably good Micro F1 score due to the 

large number of control sentences in the test set, there was poor performance in sentences 

in non-control classes. Furthermore, the gap in performance between the transformer-

based and textual feature models is reduced, with T5 being the worst-performing method. 

MBERT remains the top-performing model across all severity levels. 

To further analyze these results and examine prediction errors between categories, Figure 

4 (a) presents the confusion matrices for the best-performing method (MBERT). The 

matrix shows very few misclassification errors between severities that are far apart. For 

instance, for the True sentences with severity label 3, none of them were labelled as 0 or 

control sentences. Similarly, for the sentences with severity level 2, only 6% of them were 

misclassified with the level 0, and none of them were misclassified as control. Overall, 

most prediction errors occurred between severity levels 1, 2 and 3, indicating that the 

models find it challenging to correctly distinguish between categories with subtle 

differences. These results may point out the need for more severity-labelled sentences to 

train models accurately with this level of granularity.  



(2) After analysing the above results, we performed an additional experiment, combining 

in one class the control and labelled sentences with severity level 0. The rationale behind 

this is that, when using severity detection approaches, the main practical interest would 

be to detect high-risk sentences. Both severity level 0 (i.e., no risk) and control sentences 

may not provide much value to support the diagnosis (they would sum up zero to the BDI-

II final score). The more severe and negative symptoms expressions are more likely to 

require attention. Therefore, we grouped them to investigate this more practical scenario. 

Table 7 shows higher Micro F1 values than the previous experiment. The accuracy of this 

new class is higher for all models than the one of the control class from previous results. 

However, even on most occasions, their F1 values are improved, the models still struggle 

to distinguish between severity levels with risk. MBERT is still the top-performing 

model, and its F1 scores for severity classes were 0.46, 0.25, and 0.41. T5 continues to 

be the worst model in this multi-class scenario. Finally, we also included the confusion 

matrices of the MBERT model in Figure 4 (b). As in the previous experiment, the matrices 

reveal that most misclassifications oc-cur between adjacent severity levels. Specifically, 

only 3% of the sentences with severity level 3 were mislabeled as severity level 0. 

5 CONCLUSIONS 

This paper presents BDI-Sen, a symptom-annotated dataset for depression that includes 

manually labelled sentences addressing the 21 BDI-II symptoms. By leveraging the 

eRisk2019 collections as data source, our dataset provides binary relevance labels for the 

BDI-II symptoms and weak labels regarding their severity level. We designed a retrieval 

phase to filter-out candidate sentences based on the descriptions of the BDI-II elements, 

and three experts decided the actual relevance of the candidates. We explored this 



resource, revealing linguistic and emotional differences among the symptoms. Moreover, 

we performed two main experiments with state-of-the-art models trained solely on BDI-

Sen: symptom detection and symptom severity classification, including an extensive error 

analysis for both tasks. The good generalization ability of our models further underlines 

the usefulness of BDI-Sen as a resource for developing robust mental health detection 

models. 

6 ETHICAL IMPLICATIONS 

The BDI-Sen sentences were obtained from publicly available sources and collected in 

such a way that they rely on the exempt status under title 45 CFR §46.104. We adhered 

to the corresponding data usage policies. We ensured that personal information could not 

be identified from the data. Despite being experts in the field, we know that the annotation 

of depressive symptoms may affect annotators. Annotators were not subjected to any time 

constraints and were free to take all the necessary breaks to mitigate any negative impacts. 

The annotators did not report any adverse effects after their work. Moreover, we 

emphasize that the classification models presented in this work aim to supplement their 

efforts rather than replace health professionals. The development of such technologies 

must be cautiously approached, ensuring their use is ethical and respects patient privacy 

and autonomy. We require the BDI-Sen users and researchers to accept a data usage and 

privacy agreement to avoid possible misuse. 
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Table 1: BDI-II options for the symptom Loss of energy. 

Option Description 

  

0 I have as much energy as ever 

1 I have less energy than I used to have 

2 I do not have enough energy to do very much anything 

3 I do not have enough energy to do 

  

 



Table 2: Main statistics and vocabulary comparison of the three sentences groups. 

 Sadness Pessimism Sense of Failure Loss of Pleasure Guiltiness Punishment Self-dislike Self-incrimination Suicidal Ideas Crying Agitation 

            

# Average annotator agreement (%)  81.06 75.43 85.73 79.10 93.70 91.63 93.53 83.62 88.98 87.05 78.89 

# Sentences Positive (P)  154 72 62 140 27 18 60 10 44 34 26 

# Sentences Negative (N)  490 202 237 599 290 269 445 108 186 244 135 

# Sentences Control (C)  4900 2020 2370 5990 2900 2690 4450 1080 1860 2440 1350 

            

Jaccard’s Index (P vs N)  0.21 0.21 0.18 0.19 0.15 0.09 0.15 0.13 0.21 0.14 0.13 

Jaccard’s Index (P vs C)  0.10 0.12 0.10 0.11 0.07 0.04 0.06 0.07 0.11 0.08 0.09 

Jaccard’s Index (N vs C)  0.15 0.16 0.15 0.17 0.14 0.14 0.15 0.16 0.16 0.15 0.17 

Jaccard’s Index (C vs C)  0.25 0.21 0.20 0.27 0.21 0.20 0.24 0.18 0.19 0.21 0.18 

            

KL(Positive||Negative)  1.01 1.40 1.54 0.91 1.50 1.69 1.41 1.95 1.20 1.79 1.98 

KL(Positive||Control)  1.42 1.67 1.92 1.20 1.94 2.29 1.87 2.36 1.67 2.12 2.37 

KL(Negative||Control)  1.24 1.49 1.57 0.96 1.51 1.51 1.28 1.56 1.40 1.37 1.69 

KL(Control||Control)  0.74 1.20 1.12 0.63 1.00 1.04 0.78 1.55 1.24 1.09 1.45 

            

 

 Social issues Indecision Worthlesness Low energy Sleep issues Irritability Appetite issues  Concentration Fatigue Low libido 

           

# Average annotator agreement (%)  85.55  76.67  90.48  81.18  87.10  86.45  85.19  86.29  85.53  80.56 

# Sentences Positive (P)  25  22  28  16  9  55  8  13  27  3 

# Sentences Negative (N)  118  58  119  108  22  220  19  128  102  21 

# Sentences Control (C)  1180  580  1190  1080  220  2200  190  1280  1020  210 

           

Jaccard’s Index (P vs N)  0.14  0.19  0.15  0.14  0.15  0.16  0.15  0.12  0.16  0.11 

Jaccard’s Index (P vs C)  0.11  0.11  0.09  0.07  0.09  0.09  0.09  0.07  0.09  0.05 

Jaccard’s Index (N vs C)  0.17  0.15  0.14  0.14  0.13  0.16  0.13  0.15  0.16  0.14 

Jaccard’s Index (C vs C)  0.18  0.15  0.18  0.17  0.12  0.20  0.12  0.18  0.18  0.13 

           



 Social issues Indecision Worthlesness Low energy Sleep issues Irritability Appetite issues  Concentration Fatigue Low libido 

           

KL(Positive||Negative)  1.62  1.64  1.92  1.96  2.54  1.24  2.45  1.97  1.61  2.61 

KL(Positive||Control)  1.94  2.24  2.30  2.53  2.95  1.95  2.92 2.50  2.21  3.50 

KL(Negative||Control)  1.45  1.89  2.00  1.85  2.60  1.41  2.61  1.45  1.68  2.62 

KL(Control||Control)  1.50  1.99  1.43  1.60  2.65  1.07  2.71  1.44  1.58  2.59 

           

 



Table 3: Examples of paraphrased sentences for the symptom 

Sleep issues. 

(Relevance, Severity)  Sentence 

  

(0,1) I’m lying in my bed, and I’m still feeling it. 

(0,2) You might be having trouble sleeping or anything 

(0,3) If it persists, consult a sleep expert 

(1,1) I have sleeping issues, that’s why I miss school 

(1,2) Even when I’m exhausted, I can’t sleep 

(1,3) I just have energy to eat and sleep 

  



Table 4: Symptom detection results of our classification models on BDI-Sen. 

Method  AUC P R F1 

     

TF-IDF+LR  0.87 0.61 0.85 0.71 

LIWC+SVM  0.83 0.49 0.83 0.62 

MBERT  0.95 0.74 0.96 0.83 

BERT  0.93 0.63 0.98 0.77 

BERT-mini  0.90 0.57 0.94 0.70 

T5  0.94 0.65 0.98 0.78 

     



Table 5: Generalization ability results of our models with other mental diseases. Precision of the proposed sentence classification models when confronted with the positive sentences for the different disorders from 

the PsySym dataset [ 61]. Second row displays the number of test sentences from that disease. In the third row, c.s. (common symptoms) refers to the number of symptoms that are in common between the disease 

and BDI-Sen. 

Method 

Depression 

(1433 sent.)  

(14 c.s.) 

Anxiety  

(2822 sent.)  

(19 c.s.) 

ADHD  

(528 sent.) 

(4 c.s) 

Bipolar Disorder 

(1131 sent.) 

(14 c.s) 

OCD 

(449 sent.) 

(2 c.s) 

PTSD 

(1284 sent.) 

(5 c.s) 

Eating Disorder 

(907 sent.) 

(4 c.s) 

Method Average 

         

TF-IDF+LR  0.60 0.46 0.30 0.55 0.43 0.43 0.33 0.44 

LIWC+SVM  0.69 0.73 0.46 0.53 0.64 0.62 0.49 0.59 

MBERT  0.88 0.80 0.61 0.82 0.83 0.82 0.48 0.75 

BERT  0.89 0.80 0.71 0.84 0.79 0.82 0.58 0.78 

BERT-mini  0.85 0.84 0.74 0.79 0.62 0.69 0.58 0.73 

T5  0.93 0.87 0.72 0.87 0.87 0.82 0.58 0.81 

         

Disease Average  0.81 0.75 0.59 0.73 0.70 0.70 0.51 0.68 

         

 

  



Table 6: Symptom severity classification results of our methods considering all the BDI-II severity levels and control sentences. 

Method 

 Severity 0  Severity 1  Severity 2  Severity 3  Control 

Micro F1 P R F1  P R F1  P R F1  P R F1  P R F1 

                     

TF-IDF+LR  0.79 0.15 0.30 0.20  0.55 0.27 0.36  0.21 0.23 0.22  0.41 0.37 0.39  0.87 0.96 0.92 

LIWC+SVM 0.76 0.00 0.00 0.00  0.80 0.24 0.37  0.00 0.00 0.00  0.03 1.00 0.06  0.83 0.95 0.89 

MBERT 0.80 0.35 0.08 0.13  0.52 0.37 0.43  0.32 0.22 0.26  0.44 0.39 0.42  0.86 0.99 0.92 

BERT 0.77 0.24 0.01 0.10  0.56 0.32 0.40  0.34 0.19 0.24  0.25 0.20 0.22  0.82 0.99 0.90 

BERT-mini 0.70 0.05 0.50 0.09  0.89 0.25 0.39  0.03 0.33 0.05  0.00 0.00 0.00  0.83 0.98 0.90 

T5 0.66 0.12 0.05 0.07  0.09 0.09 0.09  0.06 0.06 0.06  0.09 0.07 0.08  0.76 0.83 0.80 

                     



Table 7: Symptom severity classification results considering grouping the BDI-II severity level 0 and control sentences. 

Method  

 Severity 0 + Control   Severity 1   Severity 2   Severity 3 

Micro F1  P R F1  P R F1  P R F1  P R F1 

                 

TF-IDF+LR 0.83 0.91 0.96 0.93  0.45 0.32 0.37  0.26 0.22 0.24  0.38 0.35 0.37 

LIWC+SVM 0.84 0.94 0.93 0.93  0.54 0.31 0.40  0.00 0.00 0.00  0.00 0.00 0.00 

MBERT 0.86 0.93 0.98 0.95  0.54 0.40 0.46  0.32 0.20 0.25  0.41 0.40 0.41 

BERT 0.85 0.92 0.99 0.95  0.58 0.34 0.43  0.18 0.17 0.17  0.35 0.41 0.38 

T5 0.75 0.85 0.88 0.86  0.15 0.16 0.15  0.00 0.00 0.00  0.20 0.14 0.16 

                 



 

 

Figure 1: Density plot comparing word distributions of the three sentence groups for different symptoms. 



 

 

Figure 2: Radar plots illustrating the percentage of sentences that contain a word associated to the Plutchik emotions for each group (positive, negative, control). 



 

 

Figure 3: Confusion matrices showing the predictions accu-racy of our symptom detection methods. 



 

 

Figure 4: Confusion matrices of our best method (MBERT) classifying different symptom severity levels. 

 


