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ABSTRACT
Multi-task learning (MTL) has been widely applied in online adver-
tising and recommender systems. To address the negative transfer
issue, recent studies have proposed optimization methods that thor-
oughly focus on the gradient alignment of directions or magnitudes.
However, since prior study has proven that both general and specific
knowledge exist in the limited shared capacity, overemphasizing
on gradient alignment may crowd out task-specific knowledge,
and vice versa. In this paper, we propose a transference-driven ap-
proachCoGrad that adaptively maximizes knowledge transference
via Coordinated Gradient modification. We explicitly quantify the
transference as loss reduction from one task to another, and then
derive an auxiliary gradient from optimizing it. We perform the
optimization by incorporating this gradient into original task gradi-
ents, making the model automatically maximize inter-task transfer
and minimize individual losses. Thus, CoGrad can harmonize be-
tween general and specific knowledge to boost overall performance.
Besides, we introduce an efficient approximation of the Hessian
matrix, making CoGrad computationally efficient and simple to
implement. Both offline and online experiments verify that CoGrad
significantly outperforms previous methods.

1 INTRODUCTION
In online advertising and recommender systems, multi-task learn-
ing (MTL) has been proven to be extremely effective to simultane-
ously predict multiple user behaviours (e.g., clicking, viewing and
buying) [16, 17]. As Fig. 2 (a) shown, popular backbones of MTL in-
volve shared modules for encoding multi-behaviour representations
and several specialized heads to output task-specific predictions. In
contrast to single-task learning (STL), shared modules are regarded
as the key components for reciprocal benefits across tasks.

The most crucial issue induced by encoding general knowledge
is negative transfer [12]. As seen in Fig. 1(a), compared to STL, the
CTR1 task performance decreases (i.e.,negative transfer) while the
CVR task achieves improvement. The similar phenomena are also
observed in [8, 14]. Recently, several optimization methods that
modify task gradients based on gradient alignment strategies have
been proposed to address this issue. PCGrad [18] and GradVac [15]
modify the gradient directions to maintain the directional consis-
tency to enhance transference. GradNorm [2] andMetaBalance [5]
homogenize gradient magnitudes to prevent shared modules from
being dominated by certain tasks of larger gradient magnitudes.
MGDA [13] and CAGrad [9] utilize Pareto solution to manipulate
both the directions and magnitudes to mitigate gradient conflict.

1CTR: click-through rate, CVR: post-click conversion rate

∗ Correspondence to: Shaoguo Liu.

(b) Gradient cosine similarity during training(a) Comparing STL vs MTL  

Negative Transfer

Figure 1: (a) Negative transfer problemand effects of expand-
ing model capacity. (b) Trend of gradient cosine similarity.

However, since prior study has demonstrated that both general
and specific knowledge exists in a competitive manner in shared
modules [14], overemphasizing on the gradient alignment may
crowd out the specific knowledge that is also useful for individual
task. For example, direction-based methods usually align gradients
by raising the cosine similarity, as it is regarded to be highly related
with transference [18]. Yet, this could even degrade overall perfor-
mance when dealing with two weakly correlated tasks. On the other
hand, in our settings, we observed that the cosine similarity rises in
early training but then diminishes (shown in Fig. 1(b)). This implies
that MTL models are prone to encoding specific knowledge, which
may in turn consume capacity budgets of general information.

Consequently, over-encoding either general or specific knowl-
edge could decrease overall performance. To address this, a straight-
forward way is to expand the shared parameters. However, due to
the model’s tendency for specificity, this may make it more likely
to learn specific rather than general knowledge. This is supported
by the observation that expanding parameters increases CTR per-
formance but decreases CVR in Fig. 1(a). Therefore, it is challenging
to coordinate the encoding of general and specific knowledge.

In this paper, we propose a transference-driven approachCoGrad
that adaptively maximizes knowledge transference viaCoordinated
Gradient modification. Specifically, we theoretically quantify the
inter-task transfer as the loss reduction of one task induced by the
update from another task gradient. Then, we optimize this quan-
tification to derive an auxiliary gradient, and incorporate it into
original task gradients. In this way, CoGrad can maximize inter-
task transfer while simultaneouslyminimize individual losses. Thus,
CoGrad achieves the harmonization between general and specific
knowledge, improving overall performance. Besides, CoGrad con-
tains a Hessian matrix, resulting in expensive computations. We
additionally introduce an efficient Hessian matrix approximation to
make CoGrad computationally efficient and simple to implement
in industrial applications. Our contributions are:

• To our knowledge, we are the first to explicitly quantify inter-
task transfer and utilize it for gradient modulation, which
has promising applications for MTL.
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Figure 2: (a) shows MTL paradigm and the base gradient de-
cent. Compared to previous work (b) that homogenize gradi-
ent directions or magnitudes, CoGrad (c) modifies gradients
using a transference-driven way that maximizes inter-task
transfer while simultaneously minimizes individual losses.

• Wepropose a transference-driven gradientmodulationmethod
(CoGrad) that can adaptively maximize inter-task transfer,
which is also computationally efficient.

• Experiments show that CoGrad outperforms prior baselines.
Our empirical analysis verifies that CoGrad can effectively
harmonize general and specific knowledge.

2 PROBLEM FORMULATION
In multi-task recommendation, considering a set of 𝑇 tasks T =

{𝑡}𝑇
𝑡=1, and the training dataset D = {(𝑥𝑛, {𝑦𝑡𝑛}𝑡 ∈T )}

|D |
𝑛=1, where

𝑥𝑛 and 𝑦𝑡𝑛 represent the feature vectors (including user features,
item features and context features) and binary user feedback label
(whether or not a user has clicked, viewed, bought, etc.) of 𝑛𝑡ℎ
instance, respectively. We denote the 𝑡𝑡ℎ task dataset as D𝑡 =

{𝑥𝑛, 𝑦𝑡𝑛}
|D |
𝑛=1.

Let 𝑳𝑡 (D𝑡 ;\, 𝜙𝑡 ) denote the loss onD𝑡 for task 𝑡 , where \ and𝜙𝑡
represent shared and specific parameters, respectively. The standard
MTL loss is aggregated as a weighted sum formulation:

L(D;\, {𝜙𝑡 }𝑡 ∈T ) =
∑
𝑡 ∈T𝑤𝑡𝑳𝑡 (D𝑡 ;\, 𝜙𝑡 ) (1)

Here, we omitted the regularization term and {𝑤𝑡 }𝑇𝑡=1 represent
weights for scaling task losses. All parameters are updated as:

\𝑘+1 = \𝑘 − [
∑
𝑡 ∈T𝑤𝑡∇\𝑳𝑡 (D𝑡 ;\

𝑘 , 𝜙𝑘𝑡 ) (2)

𝜙𝑘+1𝑡 = 𝜙𝑘𝑡 − [𝑤𝑡∇𝜙𝑡
𝑳𝑡 (D𝑡 ;\

𝑘 , 𝜙𝑘𝑡 ),∀𝑡 ∈ T (3)
MTL achieves knowledge transference by iterating Eq. 2. Instead

of modifying the gradient magnitudes or directions as most prior
methods, we attempt to explicitly quantify the inter-task transfer
to guide the optimization in Eq. 2.

3 PROPOSED APPROACH
During iterating \ , we expect that the gradient update from one
task will minimize its own loss as well as help reduce the loss of
another task as much as possible. We achieve this challenging goal
via quantifying and maximizing knowledge transference to perform
our optimization. We will elaborate our approach in this section.
For simplicity, we use 𝑳𝑡 (\ ) and 𝒈𝑡 (\ ) to denote 𝑳𝑡 (D𝑡 ;\, 𝜙𝑡 ) and
∇\𝑳𝑡 (D𝑡 ;\, 𝜙𝑡 ) respectively.

Algorithm 1: Training Algorithm for CoGrad
Input: Training dataset D, initial parameters {\ } ∪ {𝜙𝑖 }𝑖∈T ,

learning rate [, {𝑤𝑖 }𝑖∈T for scaling task losses, {𝛾𝑖 }𝑖∈T for
controlling the strength of maximizing transference.

1 while Not converged do
2 Sample a batch of samples B from D;
3 Update task-specific parameters:
4 𝜙𝑘+1

𝑖
= 𝜙𝑘

𝑖
− [∇𝜙𝑖

𝑳𝑖 (B;\𝑘 , 𝜙𝑘
𝑖
), ∀𝑖 ∈ T;

5 CoGrad optimization for shared parameters:
6 Compute each task gradient on \ :
7 𝒈𝑖 (\𝑘 ) = ∇\𝑳𝑖 (B;\𝑘 , 𝜙𝑘

𝑖
), ∀𝑖 ∈ T;

8 Compute CoGrad, ∀𝑖 ∈ T:
9 𝒈𝑖 (\𝑘 ) = 𝒈𝑖 (\𝑘 ) −

∑
𝑗≠𝑖,𝑗∈T𝛾 𝑗𝒈𝑖 (\𝑘 ) ⊙ 𝒈𝑖 (\𝑘 ) ⊙ 𝒈𝑗 (\𝑘 ) ;

10 Update shared parameters \ :
11 \𝑘+1 = \𝑘 − [

∑
𝑖∈T𝑤𝑖𝒈𝑖 (\𝑘 ) ;

12 end

3.1 Quantifying Knowledge Transference
Quantifying knowledge transference in MTL has huge potential
to enhance generalization. Prior work [3] has measured the inter-
task affinity for grouping tasks. Inspired by this, we define the
quantification of transfer from task 𝑖 to 𝑗 (𝑖, 𝑗 ∈ T ) as the loss
reduction of task 𝑗 induced by the update from task 𝑖 gradient.
Specifically, assuming that the shared parameters \ is updated by
task 𝑖 at time-step 𝑘 with learning rate 𝛾𝑖 > 0, we have:

\𝑘+𝜏𝑖 = \𝑘 − 𝛾𝑖𝒈𝑖 (\𝑘 ) (4)

Then, we use \𝑘+𝜏𝑖 to examine the impacts on task 𝑗 loss by com-
paring the loss changes of task 𝑗 before and after, formulated as:

Δ𝑘𝑳𝑖→𝑗 = 𝑳 𝑗 (\𝑘 ) − 𝑳 𝑗 (\𝑘+𝜏𝑖 ) (5)

Plugging Eq.(4) into Eq.(5) and making a first-order Taylor series
expansion of 𝑳 𝑗 (\𝑘+𝜏𝑖 ) yields:

Δ𝑘𝑳𝑖→𝑗 = 𝑳 𝑗 (\𝑘 ) − 𝑳 𝑗 (\𝑘 − 𝛾𝑖𝒈𝑖 (\𝑘 )) ≈ 𝛾𝑖𝒈
𝑇
𝑖 (\

𝑘 )𝒈𝑗 (\𝑘 ) (6)

Notice that, 𝒈𝑇
𝑖
(\𝑘 )𝒈𝑗 (\𝑘 ) shows that larger inner product value

means better transference, which may explain the observation in
Fig. 1(b) that cosine similarity has a tendency to increase in the
early training. Eq. 6 also implies that improving gradient inter
product can enhance transference. This is relatively consistent
with previous work [12, 15, 18], justifying our quantification. Since
Δ𝑘𝑳𝑖→𝑗 reflects the impacts from task 𝑖 to 𝑗 , it can be regarded as the
quantification of inter-task (𝑖 → 𝑗 ) transfer. Next, we introduce how
to use this quantification to perform a coordinated optimization
that can harmonize general and specific knowledge.

3.2 Coordinated Gradient Modulation
3.2.1 Maximizing Inter-Task Transfer. We maximize the inter-
task transfer Δ𝑘𝑳𝑖→𝑗 (Eq. 5) to derive the optimization gradient.
Here, we fix task 𝑖 since we merely consider the impacts from task
𝑖 to 𝑗 (i.e., approximating ∇\\𝑘+𝜏𝑖 as 1.0) and yield:

∇\Δ𝑘𝑳𝑖→𝑗 = 𝒈𝑗 (\𝑘 ) − 𝒈𝑗 (\𝑘+𝜏𝑖 ) (7)



Making a first-order Taylor series expansion of 𝒈𝑗 (\𝑘+𝜏𝑖 ) yields:

∇\Δ𝑘𝑳𝑖→𝑗 = 𝒈𝑗 (\𝑘 ) −
(
𝒈𝑗 (\𝑘 ) − 𝛾𝑖𝑯 𝑗 (\𝑘 )𝒈𝑖 (\𝑘 )

)
= 𝛾𝑖𝑯 𝑗 (\𝑘 )𝒈𝑖 (\𝑘 )

(8)

where 𝑯 𝑗 (\𝑘 ) is the Hessian matrix of 𝑳 𝑗 (\𝑘 ).

3.2.2 General and SpecificKnowledgeHarmonization. Here,
−∇\Δ𝑳𝑘𝑖→𝑗

can represent the gradient for maximizing transference
from task 𝑖 to 𝑗 . Then, we incorporate it into the original gradient
𝒈𝑗 (\𝑘 ) (See Eq. 9), leading to both maximizing transference from
task 𝑖 to 𝑗 (second term in Eq. 9) and minimizing the individual loss
of task 𝑗 (first term in Eq. 9), as illustrated in Fig. 2(c):

𝒈𝑗 (\𝑘 ) = 𝒈𝑗 (\𝑘 ) − 𝛾𝑖𝑯 𝑗 (\𝑘 )𝒈𝑖 (\𝑘 ) (9)

where the hyper-parameter𝛾𝑖 can be regarded as the balance degree
between maximizing transference and minimizing specific losses.
In fact, CoGrad is insensitive to 𝛾𝑖 as discussed in section 3.4.2. We
can obtain the counterpart for task 𝑖 in the same way. Based on this,
we introduce a more general formulation as:

𝒈𝑖 (\𝑘 ) = 𝒈𝑖 (\𝑘 ) −
∑

𝑗≠𝑖, 𝑗 ∈T𝛾 𝑗𝑯𝑖 (\𝑘 )𝒈𝑗 (\𝑘 ),∀𝑖 ∈ T (10)

3.3 Maximizing Transference Approximation
Due to the Hessian matrix 𝑯 𝑗 (\𝑘 ) in Eq. 8, calculating the gradient
∇\Δ𝑘𝑳𝑖→𝑗 for maximizing transference is too expensive both in
storages and computations. Alternatively, we introduce an appli-
cable approximator in [19] (see Eq. 11), where the approximation
accuracy has been theoretically and empirically guaranteed.

𝑯 𝑗 (\𝑘 )𝒈𝑖 (\𝑘 ) = _𝑘𝒈𝑗 (\𝑘 ) ⊙ 𝒈𝑗 (\𝑘 ) ⊙ 𝒈𝑖 (\𝑘 ) (11)

where ⊙ is Hadamard product (i.e., element-wise product) and _𝑘

is a hyper-parameter. According to [19], we fix _𝑘 to 1.0 in our
method. We plug Eq. 11 into Eq. 10, leading to a simple and efficient
training process of CoGrad as elaborated in Alg. 1.

3.4 Discussion
3.4.1 ConnectionswithMeta-Learning. Sequential Reptile (Seq.Rept) [7]
resembles our method in terms of a balance in general and specific
information. Seq.Rept aligns task gradients using meta-learning
based on inner-loops trajectory with all tasks sequentially. Infor-
mally, Seq.Rept is very similar to CoGrad under conditions with
two tasks and two inter-steps. These connections also help the
comprehension of our approach. However, when facing with more
tasks, Seq.Rept becomes computationally expensive due to the inter
and outer loops, while CoGrad remains efficient with negligible
computation increase. Moreover, it is also business-sensible to ex-
plicitly quantify and maximize inter-task transfer. Thereby, CoGrad
is more practical in industrial applications.

3.4.2 Hyper-Parameters Selection. Ourmethod introduces new
hyper-parameters {𝛾 𝑗 } 𝑗 ∈T in Eq. 10, which control the strength
of maximizing inter-task transfer during optimization iterations.
From our theoretical derivation, we can regard 𝛾 𝑗 as the virtual
learning rate for updating parameters of task 𝑗 . Thus, selecting a
reasonably tiny value suffices. Moreover, We also empirically find
that the performance is insensitive to the hyper-parameters, and
they only have a small impact on convergence speed.

Table 1: Statistics of two datasets.

Dataset # impression # click # view # buy

Ali-CCP 84 mil. 3.4 mil. – 18 k
Ecomm 1.6 bil. 25mil. 10 mil. –

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets. We conduct the offline experiments on two in-
dustrial datasets. The first is a public dataset named Ali-CCP [11],
which contains behaviors of clicking and buying. The second dataset
including other another conversion behavior (i.e., viewing com-
modity details page) is collected from our large-scale E-commerce
adverting platform, named Ecomm. We split each dataset into
training/validation/test sets by timestamp with 4:1:1 proportion.
Table 1 lists the statistics.

4.1.2 Competitors. We compare CoGradwith the previous state-
of-the-art gradient modulation techniques by using Shared Bot-
tom [1] and MMOE [10] as two fundamental MTL architectures:
(1) PCGrad [18] aggressively projects task gradients based on di-
rectional consistency. (2) MetaBalance [5] (MBalance for short)
adaptively homogenizes gradient magnitudes to prevent model
from being dominated by certain tasks. (3) CAGrad [9] searches
around the average gradients to maximize the worst task perfor-
mance. (4) Seq.Rept [7] uses inner-loops trajectory with sequential
tasks to maximize gradient alignment.

We use AUC (Ali-CCP) and Group AUC of users (an industrial
metric in [4] for Ecomm) as the evaluation metrics. To ensure fair
comparison, the feature embedding size is fixed to 8 for all methods
(including STL) and each network contains three hidden layers
with {512,256,128} for Ecomm and {128,64,32} for Ali-CCP. The first
two layers are shared and the last is specific in MTL models. And
for MMOE, we set three experts. We use Adam [6] optimizer with
1024 (Ecomm) and 256 (Ali-CCP) batch size and 0.001 (Ecomm) and
0.005 (Ali-CCP) learning rate. The loss scaling weights are set by a
heuristic way based on priori statistical cross-entropy (excluding
MBalance). Other hyper-parameters in baselines are carefully tuned
based on original researches. Our hyper-parameters {𝛾𝑐𝑡𝑟 , 𝛾𝑐𝑣𝑟 } are
set to {0.003, 0.001} (Ecomm) and {0.01, 0.005} (Ali-CCP).

4.2 Results and Discussion
4.2.1 Main Results. Table 2 shows the results of all methods on
production and public datasets. For both datasets, all MTL methods
outperform Single DNN on the CVR task while perform slightly
worse on the CTR task. This is because that the data sparsity prob-
lem [11] makes it difficult to fit a single CVR model, but the CTR
can learn effectively due to the adequate data. Compared to Shared
Bottom-based methods, MMOE-based ones perform marginally
better on the CTR but worse on the CVR. This is consistent with
our perspective that the explicit CTR-specific experts help encode
more CTR-specific knowledge, but take over the capacity budgets
for encoding CVR-specific or general knowledge.

CAGrad, which focuses on the worst task, and Seq.Rept, which
considers individual tasks, outperform previous methods towards
preventing negative transfer. This implies that general and specific
knowledge are equally important in shared modules. Benefiting



Table 2: Average results (five runs) on two datasets where
bold and underline represent the best and runner-up respec-
tively. “*” denotes the improvement significance at the level
of 𝑝 < 0.05. Δ denotes performance gain w.r.t. Single DNN

Approach Ecomm (production) Ali-CCP (public)

GAUCctr(Δ) GAUCcvr(Δ) AUCctr(Δ) AUCcvr(Δ)

Single DNN 76.24 78.11 63.97 65.85
Shared Bottom 76.01 (↓0.23) 78.97 (↑0.86) 63.81 (↓0.16) 66.71 (↑0.86)

+PCGrad 76.07 (↓0.17) 79.21 (↑1.10) 63.84 (↓0.13) 67.25 (↑1.40)
+MBalance 76.04 (↓0.20) 78.92 (↑0.81) 63.78 (↓0.19) 66.99 (↑1.14)
+CAGrad 76.08 (↓0.16) 79.34 (↑1.13) 63.80 (↓0.17) 67.38 (↑1.53)
+Seq.Rept 76.10 (↓0.14) 79.50 (↑1.39) 63.98 (↑0.01) 67.56 (↑1.71)

+CoGrad 76.17 (↓0.07) 79.61 (↑1.50) ∗ 63.97 (↓0.00) 67.78 (↑1.93) ∗

MMOE 76.05 (↓0.19) 78.93 (↑0.82) 63.84 (↓0.13) 66.49 (↑0.64)
+PCGrad 76.07 (↓0.17) 79.13 (↑1.02) 63.89 (↓0.08) 66.61 (↑0.76)
+MBalance 76.03 (↓0.21) 78.86 (↑0.75) 63.85 (↓0.12) 66.39 (↑0.54)
+CAGrad 76.10 (↓0.14) 79.33 (↑1.22) 63.91 (↓0.06) 66.85 (↑1.00)
+Seq.Rept 76.11 (↓0.13) 79.45 (↑1.34) 63.93 (↓0.04) 67.15 (↑1.30)

+CoGrad 76.21 (↓0.03) 79.42 (↑1.31) 63.96 (↓0.01) 67.32 (↑1.47) ∗

from the transference-driven technique, which harmonizes both
general and specific knowledge, CoGrad significantly surpasses all
baselines on the CVR, and meanwhile, achieves comparable CTR
performance compared to STL.

Notice that, compared to Seq.Rept, the improvement of CoGrad
seems minor on Ecomm dataset. Firstly, achieving industrial 0.1
AUC gain is remarkable [11]. Secondly, as discussed in section 3.4.1,
CoGrad resembles Seq.Reqt in two-task settings. However, CoGrad
is more efficient in computation and simple to implement, both of
which are crucial in large-scale applications.

4.3 Further Analysis
4.3.1 Robustness on capacity size. We double the size of first
hidden layer to examine the robustness w.r.t. the capacity size with
Shared Bottom. In base model, expanding capacity tends to mitigate
negative transfer on the CTR at the cost of hurting the CVR (shown
in Table 3). CoGrad, however, improves CTR performance while
maintaining CVR unaffected. This verifies that CoGrad is strongly
robust that can adaptively maximize knowledge transference.

4.3.2 Visualization of general and specific knowledge har-
monization. We investigate the ability of general and specific
knowledge harmonization with the help of the pretrain-finetune
paradigm. We freeze the total shared parameters of the trained
model and connect the last shared layer to a trainable linear layer.
We then fine-tune this linear layer for each task to learn the hidden
units weights of the last shared layer (128 dimensions). The intuition
behind this is that if both tasks consider one unit to be important,
their normalized weights should be close, and vice versa. Ultimately,
We compute the weights (normalized) difference (i.e., CTR weights
minus CVR weights), leading to a distribution (smoothed) as illus-
trated in Fig. 3(a). The knowledge is considered to be more general
when the difference is closer to zero, and more specific when the
difference is further away from zero.

First, this visualization demonstrates that the shared modules
indeed contain general and specific knowledge, which is consistent
with [14]. Second, the area on the right side of zero (i.e., important
knowledge for CTR task) is slightly smaller than that on the left side.
This provides an explanation for the observation that CVR gained

Table 3: Effects of varying hidden layer sizes on Ecomm. Δ
denotes performance gain w.r.t. size 512×.

Methods GAUCctr GAUCcvr

Size 512× Size 1024× (Δ) Size 512× Size 1024× (Δ)

Shared Bottom 76.01 76.05 (↑0.04) 78.97 78.81 (↓0.16)
+ CoGrad 76.17 76.23 (↑0.06) 79.61 79.63 (↑0.02)

CVR-Specific  
Knowledge

CTR-Specific  
Knowledge

General  
Knowledge

(b)(a)

Figure 3: (a) Distribution of the importance weights differ-
ence w.r.t hidden units in the last shared layer. (b) Compari-
son between CoGrad and baselines on gradient similarity.

significantly from MTL while CTR was negatively affected. Third,
the direction-based method (PCGrad) indeed increases the general
knowledge by enforcing the gradient alignment, yet hinders the en-
coding of some specific knowledge. This supports our perspective
described in the introduction that enforcing the gradient alignment
may crowd out specific knowledge. Ultimately, compared to base
MTL, CoGrad improves the general knowledge while it also main-
tains adequate specific knowledge. This verifies that CoGrad can
effectively harmonize general and specific knowledge.

4.3.3 Impacts on gradient similarity. Fig. 3(b) shows the gra-
dient cosine similarity of all methods during training. Compared
to the base model, magnitude-based method (Mbalance) performs
no improvement on the similarity, and direction-based method
(PCGrad) achieves the most efficiency on gradient similarity. Con-
sidering the main results in Table 2, we can validate that the cosine
similarity is indeed related to the performance. However, their cor-
relation is not exactly positive. CoGrad implicitly aligns gradients
by the transference-driven technique, increasing cosine similarity
to a certain level. Combining this with Fig. 3(a), we can confirm
that CoGrad can automatically enhance the encoding of general
knowledge to an appropriate degree, without over-encoding.

4.4 Online A/B Test
We conduct online experiments on our advertising system for 15
days compared to a well-trained MTL model. We use metrics includ-
ing 𝐶𝑇𝑅 = #click

#impression , 𝐶𝑃𝐶 = cost of advertisers
#click , 𝐶𝑉𝑅 = #view

#click , and
𝐶𝑃𝐴 = cost of advertisers

#view . A higher CTR/CVR and a lower CPC/CPA
indicate better performance. In large-scale industrial applications,
achieving 1% gains is a significant improvement. CoGrad increases
CTR and CVR by 2.03% and 4.75%, respectively, and reduces CPC
and CPA by 1.64% and 5.23%. verifying its effectiveness in industry.

5 CONCLUSION
We propose CoGrad, a transference-driven approach that can au-
tomatically maximize inter-task transfer via coordinated gradient



modification. It quantifies the transference and performs an op-
timization by maximizing this quantification and simultaneously
minimizing task-specific losses, harmonizing both general and spe-
cific knowledge in shared modules to improve overall performance.
Both offline and online experiments verify its effectiveness.
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