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ABSTRACT
Graph Neural Networks (GNNs) have achieved impressive per-

formance in collaborative filtering. However, GNNs tend to yield

inferior performance when the distributions of training and test

data are not aligned well. Also, training GNNs requires optimiz-

ing non-convex neural networks with an abundance of local and

global minima, which may differ widely in their performance at

test time. Thus, it is essential to choose the minima carefully. Here

we propose an effective training schema, called gSAM, under the

principle that the flatter minima has a better generalization ability

than the sharper ones. To achieve this goal, gSAM regularizes the

flatness of the weight loss landscape by forming a bi-level optimiza-

tion: the outer problem conducts the standard model training while

the inner problem helps the model jump out of the sharp minima.

Experimental results show the superiority of our gSAM.
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1 INTRODUCTION
Collaborative Filtering (CF) has been widely used in recommender

systems due to its efficiency [6, 16, 29, 30]. As the user-item interac-

tion data can be naturally represented as a bipartite graph, Graph
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Neural Networks (GNNs) [2, 3, 9, 32, 33, 35–37] have gained con-

siderable attention to fully leverage graph structural information.

As such, higher-order dependencies between users and items can

be captured to refine the node embeddings.

However, real-world graphs often exhibit a power-law distribu-

tion [10], where the long tail contains low-degree items that lack

collaborative signals. Hence, the neighborhood aggregation scheme

in GNNs is inevitably biased towards high-degree items [34], ne-

glecting the impact of low-degree items. Also, the training and the

test data distribution may differ significantly due to distribution

shifts [31]. This notoriously makes the training of GNNs suffer from

overfitting issues with poor generalization and stability.

On the other hand, GNNs, inheriting the proprieties of neural

networks, are often overparameterized and have the capacity to

fit even a random labeling of the training data [38]. Thus, a small

training loss does not necessarily guarantee good generalization.

Additionally, training GNNs often requires optimizing complex

and non-convex neural networks, with an abundance of local and

global minima. Indeed, not all minima are created equal, and several

studies [8, 13, 23, 27] show that the standard Stochastic Gradient

Descent (SGD) can be easily made to converge to bad minima (e.g.,

saddle points or sharp minima) that could not generalize well.

To explain the above concerns, we explore the loss landscape of

NGCF and LightGCN [8, 18]. Given a well-trained GNN model 𝑓𝜽 ,

we compute the loss values when moving the model parameters 𝜽
along two random directions to generate a 3D loss landscape [18].

Figure 1 (a) and (c) display the loss landscapes
1
of NGCF and Light-

GCN for Amazon dataset. First, despite using the same loss function,

the loss surfaces of NGCF are relatively complicated compared to

LightGCN, due to the use of non-linear transformation in NGCF.

Second, we notice that both NGCF and LightGCN may converge

at sharp minima, whose curvatures are unstable since the loss val-

ues could change quickly around their neighborhood, leading to

poor generalization [1, 8, 14, 18]. Therefore, we argue that the

first-order optimizers (e.g., Adam) only seek the model parameters

that minimizes the training error, but they dismiss the high-order

information like the sharpness of the loss landscape.

In this work, we propose an effective training schema, called

Graph-based Sharpness-Aware Minimization (gSAM), under the

principle that the flatter minima has a better generalization ability

1
Noted that the figure only shows partial loss surfaces since we only sample a 2D grid

to plot the curves. The real loss landscapes should be much more complex.
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(a) NGCF. (b) NGCF+gSAM.

(c) LightGCN. (d) LightGCN+gSAM.

Figure 1: Compared to vanilla baselines (e.g., NGCF and Light-
GCN) with sharp surfaces, our training schema gSAM pro-
duces amuch smoother surface on the Amazon-Book dataset.

than the sharper ones [1, 8, 14]. gSAM explicitly penalizes the sharp

minima and biases the convergence to a flat region by forming

a bi-level optimization: the outer problem conducts the standard

model training while the inner problem helps the model jump out

of the sharp minima. By doing so, our gSAM is able to produce

smoother loss surfaces as shown in Figure 1 (b) and (d). Finally, we

extensively evaluate our proposed gSAM on several benchmark

datasets, obtaining favorable results compared with exiting GNNs.

2 RELATEDWORK
2.1 Graph Neural Network
GNNs learn node representations by aggregating structural mes-

sages from their neighbor, which have been successfully applied to

collaborative filtering [4, 5, 9, 32, 36]. Notably, GNN-based models,

such as PinSage [36], NGCF [32], LightGCN [9], and MixGCF [11]

have achieved superior performance in many applications. How-

ever, GNNs tend to yield inferior performance when the distribu-

tions of training and test data are not aligned well [34, 37]. One

prominent direction to improve generalization is contrastive learn-

ing [21, 34, 37] that applies different data augmentation methods

to extract features from unlabeled data. Nevertheless, contrastive

frameworks (e.g., SGL [34]) often require a large batch size of com-

paring pairs. It has been observed that a large batch size easily

makes the models converge to bad or sharp minima, resulting in

unexpected performance [14].

2.2 Sharpness-Aware Minimization
Recent studies [1, 12, 14, 15, 17, 18] have shown a strong correla-

tion between the sharpness of loss landscape and the generalization

error on a large set of neural networks. In particular, Sharpness-

Aware Minimization (SAM) [8] aims to minimize both the loss value

and loss sharpness within a maximization region around each pa-

rameter during training. SAM has inspired several follow-up works.

For example, ASAM [17] introduces adaptive sharpness with a

scale-invariant property that adjusts the maximization region of

weight space. FisherSAM [15] replaces SAM’s Euclidean balls with

ellipsoids induced by the Fisher information, which obtains more ac-

curate manifold structures. However, the use of a one-step gradient

within SAMs is unstable with large variance. Recent efforts [7, 24]

surprisingly find that adding random noise perturbations does not

hurt the inner gradient ascent, implying the one-step gradient pro-

vides little gradient information. To overcome this limitation, we

make a rigorous connection between SAM and bi-level optimiza-

tion. We further put forward an implicit differentiation algorithm

to consider the Hessian to achieve better generalization for GNNs.

3 PRELIMINARIES
3.1 Problem Setup
In this work, we focus on implicit recommendation, in which the

behavior data involves a set of usersU = {𝑢}, a set of itemsI = {𝑖},
and the observed user-item interactions O+ = {𝑦𝑢𝑖 |𝑢 ∈ U, 𝑖 ∈ I},
where 𝑦𝑢𝑖 denotes that user 𝑢 has interacted with item 𝑖 before.

One can view user-item interactions as a bipartite graph G =

(V, E) [9, 32], where the nodes setV = U ∪ I contains all users

and items, and the edge set E = O+ denotes the observed user-item
links. The goal of collaborative filtering is to recommend a ranked

list of items that are of interest to the user 𝑢 ∈ U, in the same sense

that performing link prediction on the bipartite graph G.

3.2 Graph Neural Network
3.2.1 Message-passing Schema. The core idea of GNNs is to
update the representation of each node by aggregating messages

from its neighbors, which can be expressed as:

E(𝑙+1) = 𝑓agg (E(𝑙 ) , G), (1)

where E(𝑙 ) is the nodes’ embeddings at the 𝑙-th layer, and E(0) can
be initialized via lookup tables; 𝑓agg (·) can be any differentiable

aggregation functions [9, 32, 36]. After 𝐿 layers, one may adopt a

readout function to generate the final embeddings as:

e𝑢 = 𝑓
readout

({e(𝑙 )𝑢 , 0 ≤ 𝑙 ≤ 𝐿}), e𝑖 = 𝑓
readout

({e(𝑙 )
𝑖

, 0 ≤ 𝑙 ≤ 𝐿}), (2)

where the readout function 𝑓
readout

(·) is usually permutation in-

variant like concatenation [32] and weighted sum [9]. Based on the

final representations (e𝑢 , e𝑖 ), we can use inner product to predict

how likely user 𝑢 would interact with item 𝑖 as: 𝑦𝑢𝑖 = e⊤𝑢 e𝑖 .

3.2.2 Bayesian Personalized Ranking Loss. One common ob-

jective function is the pairwise Bayesian Personalized Ranking

(BPR) loss [29], which enforces the prediction of an observed inter-

action to be scored higher than its unobserved counterparts:

L
bpr
(𝜽 ) =

∑︁
(𝑢,𝑖,𝑗 ) ∈O

− ln𝜎 (�̂�𝑢𝑖 − �̂�𝑢𝑗 ), (3)

where O = {(𝑢, 𝑖, 𝑗) | (𝑢, 𝑖) ∈ O+, (𝑢, 𝑗) ∈ O−} is the training data,

and O− contains the unobserved user-item interactions; 𝜽 denotes

the model parameters in GNNs. However, obtaining good general-

izations for GNNs is challenging. We next revisit Sharpness-Aware

Minimization [1, 14, 17, 18], which exploits the relationship between

sharpness/flatness of local minima and their generalization.
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3.3 Sharpness-Aware Minimization
3.3.1 PAC-Bayesian Bound. We begin by introducing the PAC-

Bayesian theory [27, 28], which provides a foundation for deriving

an upper bound of the generalization gap between the training and

test error. The PAC-Bayesian theory is as follows:

Theorem 1 (PAC-Bayesian Bound [27, 28]). Given a prior dis-
tribution P on the weight 𝜽 of a neural network, any 𝜏 ∈ (0, 1], an
expected error loss ˆL(𝜽 , ˆD) for a data distribution ˆD, its empirical
loss L(𝜽 ,D), for any posterior distribution Q of the weight 𝜽 , and
let D drawn𝑚 i.i.d. samples from ˆD, the following inequality holds
with a probability at least 1 − 𝜏 ,

E𝜽 ∈Q ˆL(𝜽 , ˆD) ≤ E𝜽 ∈QL(𝜽 ,D) + 4
√︂

1

𝑚
KL(Q | | P) + log 6𝑚

𝜏
. (4)

The goal of PAC-Bayesian learning is to optimize Q on the RHS

of Eq. (4) in order to obtain a tight upper bound on the test error

E𝜽 ∈Q ˆL(𝜽 , ˆD) (LHS). However, directly optimizing RHS of Eq. (4)

over Q is difficult because of the square root term.

Instead of optimizing the RHS, Sharpness-Aware Minimization

(SAM) [8] replaces it withmax∥𝜹 ∥2≤𝜌 L(𝜽 +𝜹,D) and uses 𝑙2 norm
on ∥𝜽 ∥2.

As such, SAM aims to minimize two losses [8]: 1) the vanilla

loss L(𝜽 ,D) that optimizes the model parameters, and 2) the loss

associated to the sharpness term R(𝜽 ,D) that maximizes change

of the training loss within the local neighborhood:

𝜽 ∗ = argmin

𝜽
L(𝜽 ,D) + R(𝜽 ,D),where

R(𝜽 ,D) = max

∥𝜹 ∥2≤𝜌
L(𝜽 + 𝜹,D) − L(𝜽 ,D), (5)

where 𝜌 is a constant radius. The Eq. (5) is originally developed

for i.i.d. data, recent efforts [19, 26] show that the PAC-Bayesian

generalization bound also holds for non-i.i.d. graph data. Inspired

by these findings, we can extend the Eq. (5) to our GNN-based

collaborative filtering Eq. (3), and rewrite the sharpness-aware

minimization problem as the following minimax optimization:

min

𝜽
max

∥𝜹 ∥2≤𝜌
L
bpr
(𝜽 + 𝜹 ) . (6)

Intuitively, Eq. (6) minimizes themaximum loss around the neigh-

borhood of 𝜽 . In this way, the maximum loss within the 𝜽 ’s neigh-
borhood area could be close to the loss of model parameters 𝜽 .
Therefore, it expects to converge to a flatter minimum compared to

minimizing the loss L
bpr
(𝜽 ) only.

3.3.2 One-step Gradient. However, finding the exact solution
for Eq. (6) is NP-hard. SAM uses a one-step gradient ascent to ap-

proximate the optimal solution. According to the first-order Taylor

expansion, we can find the 𝜹∗ as:

𝜹∗ ≈ argmax

∥𝜹 ∥2≤𝜌
L
bpr
(𝜽 ) + 𝜹 · ∇𝜽 Lbpr (𝜽 ) = 𝜌 ·

∇𝜽 Lbpr (𝜽 )∇𝜽 Lbpr (𝜽 )
2

. (7)

With the determined 𝜹∗, SAM approximates ∇𝜽Lbpr
(𝜽 + 𝜹∗) to

∇𝜽Lbpr
(𝜽 ) at 𝜽 = 𝜽 +𝜹∗, which could be addressed by the gradient

descent framework to obtain the 𝜽 ∗.

3.3.3 Limitation. The one-step gradient algorithmworks well for

i.i.d. image data. However, we empirically find it lacks stability for

non-i.i.d. graph data. Figure 2 shows the results of LightGCN, SAM,

and our gSAM for 50 runs on three benchmark datasets. Clearly, it

gSAM SAM LightGCN
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Figure 2: Results of gSAM, SAM, and LightGCN for 30 runs.
Compared to baselines, our proposed gSAM is more stable.

can be seen that SAM (one-step gradient) has a large variance in per-

formance. In some cases, e.g., Yelp dataset, the SAM performs worse

than LightGCN. This implies that the one-step gradient algorithm

is not sufficient to solve the minimax optimization. In contrast, our

gSAM consistently performs better than SAM and LightGCN. We

next introduce our effective training schema in detail.

4 THE PROPOSED GSAM
Here we present our gSAM by leveraging the implicit function the-

orem to understand the relationship between 𝜽 and 𝜹 . In particular,

we reformulate Eq. (6) into a Bi-level Optimization problem [22]:

min

𝜽
Lout (𝜽 , 𝜹∗ (𝜽 ) ), s.t. 𝜹∗ (𝜽 ) = argmin

∥𝜹 ∥2≤𝜌
L
in
(𝜽 , 𝜹 ), (8)

where Lout = −Lin = L
bpr

, and the implicit function 𝜹∗ (𝜽 ) is the
best-response of the model weights 𝜹 to 𝜽 . As such, we use the
outer problem to conduct the standard model training, while the

inner problem helps the model jump out of the sharp minima.

For the inner objective Lin, we can use Projected Gradient De-

scent to update the 𝜹 , while for the outer objective Lout, we can

decompose the hypergradient ∇𝜽Lout (𝜽 , 𝜹∗ (𝜽 )) into:

∇𝜽 Lout (𝜽 , 𝜹∗ (𝜽 ) ) =
𝜕Lout (𝜽 , 𝜹∗ (𝜽 ) )

𝜕𝜽
+ 𝜕Lout (𝜽 , 𝜹∗ (𝜽 ) )

𝜕𝜹∗ (𝜽 ) × 𝜕𝜹∗ (𝜽 )
𝜕𝜽

,

(9)

where the first term denotes the direct gradient that is easy to

compute, while the second term is the indirect gradient where we

must compute the Jacobian
𝜕𝜹∗ (𝜽 )
𝜕𝜽 . Inspired by Cauchy Implicit

Function theorem [25], we can estimate the Jacobian as:

𝜕𝜹∗ (𝜽 )
𝜕𝜽

����
𝜽 ′

= −
[
𝜕2L

in
(𝜽 , 𝜹 )

𝜕𝜹𝜕𝜹𝑇

]−1
× 𝜕2L

in
(𝜽 , 𝜹 )

𝜕𝜹𝜕𝜽𝑇

�����
𝜹∗ (𝜽 ′),𝜽 ′

(10)

Moreover, we can efficiently compute the inverse Hessian using

Neumann series [20]:[
𝜕2L

in
(𝜽 , 𝜹 )

𝜕𝜹𝜕𝜹𝑇

]−1
= lim

𝑖→∞

𝑖∑︁
𝑗=0

[
I − 𝜕2L

in
(𝜽 , 𝜹 )

𝜕𝜹𝜕𝜹𝑇

] 𝑗
, (11)

where I is an identity matrix. Usually, only the first 𝐽 terms of the

Neumann series are enough for approximation. As such, the final

hypergradient ∇𝜽Lout (𝜽 , 𝜹∗ (𝜽 )) can be computed as:

∇𝜽 Lout ≈
𝜕Lout
𝜕𝜽

− 𝜕Lout
𝜕𝜹

×
𝐽∑︁
𝑗=0

[
I − 𝜕2L

in

𝜕𝜹𝜕𝜹𝑇

] 𝑗
× 𝜕2L

in

𝜕𝜹𝜕𝜽𝑇
. (12)

To this end, we can summarize the proposed gSAM as:

(1) Update𝜹 ← P𝜌 [𝜹−𝜂1∇𝜹Lin], whereP𝜌 [x] = 𝜌 x
max{𝜌,∥x∥2 }

denotes the projection onto the 𝑙2 ball of radius 𝜌 .

(2) Update model parameters 𝜽 ← 𝜽 − 𝜂2∇𝜽Lout via Eq. (12).
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Table 1: Statistics of three benchmark datasets.

Dataset #user #item #inter inter/user density

Book 52.6k 91.6k 2984.1k 56.7 0.06%

Gowalla 29.9k 41.0k 1027.4k 56.7 0.06%

Yelp 31.7k 38.0k 1561.4k 49.3 0.13%

Unlike the one-step gradient algorithm, our hypergradient algo-

rithm can adjust each dimension of the gradient by Hessian, which

is more tolerant to the change of the loss curvature. More impor-

tantly, our implicit hypergradient can be implemented in a memory-

efficient manner compared to the explicit way of solving bi-level

optimization [22], which is scalable to millions of parameters [25].

5 EXPERIMENTS
5.1 Experimental Settings
Dataset. We conduct experiments on three datasets

2
: Amazon-

Book, Gowalla, and Yelp-2018. The statistics of the datasets are sum-

marized in Table 1. For each dataset, we randomly split each user’s

historical interactions into training/validation/test sets with the ra-

tio 8:1:1. Also we adopt two common used Top-𝑘 metrics: Recall@𝑘

and NDCG@𝑘 ( 𝑘 = 20 by default) with the all-ranking protocol [9].

Baselines. Our gSAM is fully compatible with existing GNN-based

recommenders to obtain better generalization. We choose the fol-

lowing baselines: 1)NGCF [32], which applies the message-passing

scheme to exploit the high-order neighbors’ information; 2) Light-
GCN [9], which omits the non-linear transformation to obtain node

representations; 3)MixGCF [11], which uses the mix-up strategy

to generate hard negative samples; 4) SimGCL [37] is a contrastive

framework that adds uniform noise to the representations.

Parameter Settings. For all baselines, the size of user/item rep-

resentation is searched among {32, 64, 128, 256}. For NGCF, Light-
GCN, MixGCF, and SimGCL, their hyperparameters are initialized

the same as their original settings, and are then carefully tuned

to achieve optimal performance. For gSAMs, we choose the same

hyperparameters as their backbones, such as batch size, stopping

criteria, learning rate, etc. For the radius of the neighbor ball 𝜌 in

Eq. (8), we vary 𝜌 within {0.01, 0.05, 0.1, 0.5, 1.0}.

5.2 Experimental Results
5.2.1 Overall Performance. The results of different models in

terms of Recall@20 and NDCG@20 are summarized in Table 2.

From the experimental results, we mainly have the following ob-

servations. First, MixGCF and SimGCL perform better than NGCF

and LightGCN. MixGCF synthesizes hard negative samples using

mix-up data augmentation, while SimGCL adopts random noises

data augmentation. This indicates that the GNN models generally

get benefits from data augmentation during the training. Second,

NGCF+gSAM and LightGCN+gSAM yield better performance than

their backbones for all datasets. For example, by comparing the

LightGCN and LightGCN+gSAM, LightGCN+gSAM has on aver-

age 9.34% improvement with respect to Recall@20 and over 8.85%

improvements in terms of NDCG@20. This verifies the necessity

2
https://github.com/kuandeng/LightGCN/tree/master/Data

Table 2: The performance of gSAM with different backbones.

Book Gowalla Yelp

Method recall ndcg recall ndcg recall ndcg

NGCF 0.0759 0.0466 0.1373 0.0810 0.0716 0.0440

+gSAM

0.0822

(+8.30%)

0.0504

(+8.15%)

0.1551

(+12.96%)

0.0954

(+17.77%)

0.0805

(+12.43%)

0.0488

(+10.91%)

LightGCN 0.0875 0.0576 0.1865 0.1086 0.0833 0.0514

+gSAM

0.0993

(+13.48%)

0.0641

(+11.28%)

0.1977

(+6.01%)

0.1163

(+7.09%)

0.0904

(+8.52%)

0.0556

(+8.17%)

MixGCF 0.0922 0.0601 0.2011 0.1221 0.0889 0.0546

+gSAM

0.0998

(+8.36%)

0.0655

(+9.03%)

0.2162

(+7.54%)

0.1335

(+9.32%)

0.0962

(+8.26%)

0.0597

(+9.33%)

SimGCL 0.0941 0.0642 0.1986 0.1189 0.0937 0.0571

+gSAM

0.1016

(+7.97%)

0.0721

(+12.31%)

0.2152

(+8.36%)

0.1287

(+8.24%)

0.1024

(+9.28%)

0.0629

(+10.16%)
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Figure 3: (a) Performance comparison for different item
groups. (b) Influence of the radius 𝜌 .

of explicitly smoothing the loss geometry during model training.

Third, gSAM can further improve the accuracy of MixGCF and

SimGCL with a large margin, which shows the potential benefit of

integrating sharpness-aware minimization and data augmentation.

5.2.2 Further Probe. GNNs are known to be biased towards high-
degree items, neglecting the impact of low-degree items. Here we

investigate the generalization ability of our gSAM on Book dataset

(the other two have similar results and are omitted here). Follow-

ing [37], we divide the test set into three subsets in proportion

to the popularity of items: ’Unpopular’, ’Normal’, and ’Popular’.

From Figure 3(a), we can find that the performance of gSAM is

consistently better than LightGCN and SimGCL. This implies that

gSAM generally has better generalization as it can still perform

high-quality recommendation with sparse data.

Our gSAM has an additional hyperparameter: the radius 𝜌 in Eq.

(8). To analyze the influence of 𝜌 , we vary 𝜌 in the range of 0.01 to

1.0 and report the experimental results in Figure 3(b). We observe

that our gSAM is stable with respect to 𝜌 . Specifically, when 𝜌 is set

to around 0.5, we obtain the best performance on Amazon dataset.

6 CONCLUSION
Training GNN-based recommenders can easily fall into sharp min-

ima, which may lead to poor generalization. To address this issue,

we present a novel training framework, call gSAM, to smooth out

the loss landscapes during the training of GNNs. The core idea be-

hind gSAM is to explicitly penalize the sharp minima and guide the

convergence to a flatter region by solving a bi-level optimization.

Extensive experimental results demonstrate the positive impact of

our gSAM for personalized ranking with better generalization.
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