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ABSTRACT

A recent trend in multimodal retrieval is related to postprocess-
ing test set results via the dual-softmax loss (DSL). While this ap-
proach can bring significant improvements, it usually presumes
that an entire matrix of test samples is available as DSL input. This
work introduces a new postprocessing approach based on Sinkhorn
transformations that outperforms DSL. Further, we propose a new
postprocessing setting that does not require access to multiple test
queries. We show that our approach can significantly improve the
results of state of the art models such as CLIP4Clip, BLIP, X-CLIP,
and DRL, thus achieving a new state-of-the-art on several standard
text-video retrieval datasets both with access to the entire test set
and in the single-query setting.
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« Information systems — Video search.

KEYWORDS
video-text retrieval, dual-softmax loss, Sinkhorn algorithm

ACM Reference Format:
Konstantin Yakovlev, Gregory Polyakov, Ilseyar Alimova, Alexander Podol-
skiy, Andrey Bout, Sergey Nikolenko, and Irina Piontkovskaya. 2023. Sinkhorn

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

SIGIR °23, July 23-27, 2023, Taipei, Taiwan

© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9408-6/23/07...$15.00
https://doi.org/10.1145/3539618.3592064

Transformations for Single-Query Postprocessing in Text-Video Retrieval.
In Proceedings of the 46th International ACM SIGIR Conference on Research
and Development in Information Retrieval (SIGIR °23), July 23-27, 2023, Taipei,
Taiwan. ACM, New York, NY, USA, 5 pages. https://doi.org/10.1145/3539618.
3592064

1 INTRODUCTION

Text-video and video-text retrieval have been among key tasks in
information retrieval for a long time [11], with obvious applica-
tions to, e.g., video search and indexing. Over the past few years,
this field, similar to many in deep learning, has come to be dom-
inated by Transformer-based architectures for producing latent
representations, either inherently multimodal such as CLIP [23]
or BLIP [16] or designed for independent processing of text (e.g.
the original Transformer [25]) and video (usually in the form of
individual frames processed by architectures such as Vision Trans-
former (ViT) [8]). This progress in backbone architectures has been
complemented by new retrieval-specific ideas that explore various
cross-modal and differently grained interactions between text and
video frames (see Section 2 for an overview). One interesting recent
trend deals with postprocessing the retriever’s results. The most
common transformation here is the dual-softmax loss (DSL) [6]
that (when applied as postprocessing) takes as input a matrix of
query-result scores and applies a softmax-based transformation
whose primary goal is to reduce the scores of “hubs”, i.e., videos
that may appear to be a good answer to a wide variety of queries.
However, this kind of postprocessing is “unfair” in the sense that a
full application requires access to the entire test set, and it is unclear
how much of the improvement comes from “peeking” into the test
set distribution that would be unavailable in a real application. Our
first contribution is a new postprocessing approach based on the
Sinkhorn transformation, introduced for optimal transport [7] and
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then in deep learning [20], but not in the IR setting. We find that
it consistently outperforms DSL across a variety of video retrieval
datasets and models. Second, we propose a new evaluation setup,
the single-query setting, where postprocessing has access to only
one test query, sampling the rest from the training set. We show
that while the positive effect of postprocessing is significantly re-
duced in this setting, some of it remains, and it can thus be achieved
in IR practice. The Sinkhorn transformation again fares better in
this setting. We also study the zero-shot single-query setting, where
models are not fine-tuned on the training sets of evaluation corpora,
with similar results. In what follows, Section 2 surveys related work,
Section 3 introduces DSL and Sinkhorn postprocessing, Section 4
shows our evaluation study, and Section 5 concludes the paper.

2 RELATED WORK

Datasets. Several video retrieval datasets have become industrial
and academic standards; many works report results for specific
train/test splits, enabling easy comparison for retrieval models.
Apart from MSR-VTT [31], MSVD [4], DiDeMo [1], and Activi-
tyNet [14] described in Section 4, we note: (i) LSMDC (Large Scale
Movie Description Challenge) [24], designed to provide linguistic
descriptions of movies for visually impaired people, with >118K
short video clips from 202 movies; (ii) YouCook2 [33], one of the
largest task-oriented datasets of instructional videos with 2000 long
videos from 89 cooking recipes, averaging 22 videos per recipe;
(iii) VATEX [28], a multilingual dataset with over 41250 videos and
825000 captions in English and Chinese.

Models. Text-video and video-text retrieval models often rely
on multimodal embeddings from Transformer-based models such
as CLIP [23], which trains joint text-image representations via con-
trastive losses and has been extended to videos in CLIP4Clip [17],
BLIP [16], and X-CLIP [18] (Section 4). Among other models we
note: (i) ClipBERT [15], a Transformer-based framework with end-
to-end learning; (ii) VideoClip [30] that pretrains a single unified
model for zero-shot video and text understanding; (iii) X-Pool [10],
a cross-modal attention approach where a text query attends to se-
mantically similar frames; (iv) Tencent Text-Video Retrieval [13] that
explores cross-modal interactions organized in several hierarchical
layers: token-wise interactions on the word-frame and clip-phrase
level and the global dot product on the level of global representa-
tions; (v) LiteVL [5] that applies BLIP to video retrieval with tem-
poral attention modules (cf. TimeSformer [2]) and text-dependent
pooling that allow to adapt to video-language downstream tasks
without pretraining, starting from image-text BLIP.

3 METHODS

Dual-Softmax Loss (DSL) [6]. For a text-to-video similarity matrix
A and a constant T > 0, the dual softmax function is defined as
A’ = Softmax(T - A, dim = 0),
DualSoftmax(A, T) Softmax(A © A/, dim = 1),

where O denotes elementwise multiplication. DualSoftmax decreases
the scores for source objects that are relevant to many queries,
which leads to more balanced retrieval results.

Sinkhorn postprocessing. We propose to use a different idea,
the Sinkhorn layer, for the same purpose of rescoring retrieval
results. It was introduced by Mena et al. [20] as an extension of the
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Gumbel-Softmax trick [12] and later used for grammatical error
correction by Mallinson et al. [19]; see also [7]. To the best of our
knowledge, Sinkhorn layers have not been employed in IR.

For an arbitrary matrix A, a Sinkhorn step is defined as follows:

A =
A(k+l)

A%) — LogSumExp(A%), dim = 0),
A’ — LogSumExp(A’, dim = 1),

where A(®) = %A for some temperature hyperparameter T > 0

and A is the output of the kth Sinkhorn step. The theoretical
motivation here is that when the number of steps k tends to infinity,
exp(A(0)) tends to a doubly stochastic matrix, i.e., after applying
arg max to every row we obtain a valid permutation that does
not point to the same video twice. Similarly to the dual softmax
transformation, this means that after a sufficiently large number of
Sinkhorn steps, if the video-to-text score is high then the text-to-
video score will also be high. Fig. 1 shows sample results for DSL and
Sinkhorn postprocessing on a real example. Both transformations
try to downgrade the second video that appears best for three
queries out of four. In this example, DSL succeeds in distinguishing
it from the first video (which is the correct answer to the first
query) but still leaves it the best for the third query while Sinkhorn
postprocessing gets all three correct; the fourth query in Fig. 1 does
not have a correct answer among these videos so its scores are
irrelevant, but it still does not hurt postprocessing results.

Single-query setting. One important drawback of IR rescoring
methods is that they need access to an entire test set of queries.
This runs contrary to the usual IR setting where only a single new
query is available. Despite this fact, DSL and QB-Norm [3] have
become standard postprocessing techniques; several recent works
use them to improve the final results, including, e.g., CLIP-ViP [32],
Tencent Text-Video Retrieval [13], DRL [26], and InternVideo [29],
sometimes improving the state of the art only with postprocessing.
To bring postprocessing techniques to a production environment
where only one query is available at a time, we propose the single-
query setting where we still apply postprocessing to an mXxm matrix
of queries, but it contains only one test query and m — 1 queries
randomly sampled from the training set. In this way, we separate
the advantages that come from rescoring itself from the bonus
gained by having additional access to the test set query distribution.
We suggest this approach as a “fair” way to evaluate postprocessing
techniques: it somewhat increases the computational costs but can
be easily implemented in practical IR applications.

4 EXPERIMENTAL SETUP

Datasets. We evaluate on several standard text-video retrieval
datasets. MSR-VTT [31] (MSRVideo to Text) is a video understand-
ing dataset with 118 videos for each of 257 queries from a video
search engine, 10K web video clips with 41.2 hours (each clip lasts
for about 10 to 32 seconds) and 200K clip-sentence pairs in total,
manually annotated via crowdsourcing with ~20 sentences each;
each sentence summarizes the entire clip. There are two widely used
ways to split MSR-VTT: MSRVTT-7k (7000 videos for training) [21]
and MSRVTT-9k (9000 videos) [9]; we used the latter. MSVD [4]
(Microsoft Research Video Description Corpus) is a classical dataset
of one-sentence descriptions for short videos (under 10 seconds). It
has ~120K sentences in 35 languages that are parallel descriptions
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DSL postprocessing

Sinkhorn postprocessing

a news program with a woman
interviewing a man about
merchant market currencies

0.268 0.143

0.2529

0.2528 | 0.250 | 0.245 0.255 | 0.252 | 0.247 | 0.246

a female journalist wearing a
purple shirt and white blazer is
talking on a news show next to
the image of a male in a dark suit

0.251 0.301 0.253 | 0.134

aman and a woman are sitting
in front of a television and
addressing an audience

0232 0275 | 0.255 | 0.146

0.251

0.250

0.255  0.251 0.243 0.249 | 0.258 | 0.251 0.242

0.253  0.252 | 0.245 0.246 | 0.253 | 0.254 | 0.247

a diver goes undewater 0.158  0.114 0.133 | 0.125

0.252

0249  0.250 | 0.250 0.251 0.237 | 0.247 | 0.265

Figure 1: Sample results of the DSL and Sinkhorn postprocessing methods for text-video retrieval.

Table 1: Retrieval results with DSL and Sinkhorn postprocessing with full access to the test set, Recall@k metrics.

MSR-VTT MSVD DiDeMo ActivityNet
Model + Postprocessing R@1 R@5 R@10 | R@1 R@5 R@10 | R@1 R@5 R@10 | R@1 R@5 R@10

— CLIP4Clip 41.9 68.6 79.8 46.2 76.1 84.9 41.5 68.8 79.1 39.1 70.8 83.1

£ +DSL 470 726 822 | 485 779 859 | 474 721 817 | 494 775 872

-E +Sinkhorn 47.9 74.6 83.1 49.0 78.3 86.2 50.2 73.7 82.5 52.0 79.8 88.9

£

o

5 BLIP 433 656 747 | 455 736 817 | 432 693 759 | 343 602 722

S +DSL 463 691 782 | 469 752 833 | 480 726 794 | 413 672 782

#  +Sinkhorn 502 723 810 | 477 761 840 | 510 765 826 | 472 715 813

<

"

g X-CLIP 463 731 819 | 471 771 858 | 448 736 828 | 429 732 847
+DSL 524 764 842 | 496 793 870 | 520 760 833 | 524 802 890
+Sinkhorn 534 765 851 | 502 79.8 874 | 552 79.0 855 | 555 820  90.0

. Clip4Clip 411 709 797 | 557 820 897 | 41.8 693 795 | 409 720 841

g +DSL 46.9 72.8 82.5 74.0 91.9 96.9 48.9 73.5 82.5 49.4 78.0 87.6

£ +Sinkhorn 481 739 836 | 760 925 965 | 502 737 825 | 53.0 79.9 893

£

@

= BLIP 358 597 713 | 597 841 888 | 375 618 710 | 293 547 673

§  +DSL 465 705 779 | 647 860 900 | 495 726 801 | 424 669 767

¢ +Sinkhom 49.6 710 803 | 642 860 906 | 508 748 814 | 46 699 795

-]

 X-CLIP 457 730 816 | 595 836 900 | 452 729 817 | 423 735 857
+DSL 522 764 839 | 743 924 964 | 526 766 836 | 524 801 892
+Sinkhorn 530 774 846 | 758 934 968 | 560 782 848 | 560 820 904

of 2089 video snippets; we used only the English part with 85K de-
scriptions. DiDeMo [1] (Distinct Describable Moments) consists of
10K Flickr videos annotated with 40K text captions. It was collected
for localizing moments in video with natural language queries, and
it is usually considered for “paragraph-to-video” retrieval, concate-
nating all descriptions, since different queries describe different
localized moments in a clip. ActivityNet [14] contains 20K YouTube
videos annotated with 100K sentences, with 10K videos in the train-
ing set. It was intended for dense captioning, which involves both
detecting and describing (possibly multiple) events in a video; we
used the common vall set with 4.9K videos.

Models. We test postprocessing on the results of four state of
the art models. CLIP4Clip [17] uses CLIP (Contrastive Language-
Image Pretraining) [22] that jointly trains image and text encoders
to learn latent representations of image-text pairs. CLIP4Clip trans-
fers the knowledge of pretrained CLIP to text-video retrieval with
several modifications, including similarity calculation mechanisms

and pretraining on a large-scale video-language dataset. BLIP
(Bootstrapping Language-Image Pre-training) [16] uses three Trans-
former encoders—one for images and two for text captions—and a
Transformer decoder. Another novelty of BLIP is a special training
process based on a system for filtering mined vs synthetically gener-
ated captions and combines different parts of the dataset on different
training stages. X-CLIP [18] introduced the idea of cross-grained
contrastive learning, computing the correlations between coarse
and fine-grained features in their multi-grained architecture. In text-
video retrieval, it means a combination of video-sentence, video-
word, frame-sentence, and frame-word interactions, with video
framed encoded by ViT [8]. DRL (Disentangled Representation
Learning) [27] introduces a fine-grained cross-modal interaction
mechanism based on token-wise interactions and channel decor-
relation regularization that minimizes the redundancy in learned
representation vectors.
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Table 2: Text-video retrieval with DSL and Sinkhorn postpro-
cessing in the single-query setting, Recall@k metrics. Best
result in bold; with* — p-value < 0.05, with? — p-value < 0.001.

MSR-VTT DiDeMo ActivityNet
Model @1 @5 @10 @1 @5 @] @1 @5 @10

Text-video retrieval, single-query setting

CLIP4AClip 419 686 79.8 | 415 688 79.1|39.1 70.8 83.1
+DSL 42.1 68.5 79.8 [42.0 68.7 79.6"|39.6" 70.4 82.0
+Sinkhorn 42.3 68.9" 80.4%| 412 68.9 79.1 | 385 69.7 822

X-CLIP 46.3 73.1 81.9 | 448 736 828|429 732 847
+DSL 46.0 72.8 813|454 744 819 |43.6"° 731 844
+Sinkhorn 46.4* 72.7 815|454 74.6 82.1 | 430 734 84.8

Text-video retrieval, zero-shot single-query setting

CLIPAClip 309 542 633|295 536 647|217 461 60.0
+DSL 345 570 67.7 | 31.0 572 69.0 | 248 507 64.6
+Sinkhorn 34.9* 57.7* 69.0%|32.2% 58.0" 69.3 |26.1" 53.5% 67.0°

BLIP 433 656 747|432 693 759 | 343 602 722
+DSL 436 658 752|437 702 781|366 632 748
+Sinkhorn 43.9 66.9% 76.3%| 43.7 70.7° 78.7%| 38.7 654 76.6

X-CLIP 314 534 63.6 ] 295 544 634|215 456 59.2
+DSL 343 571 682|312 587 695|250 50.8 64.8
+Sinkhorn 34.7* 58.2% 69.2%|32.0% 59.7% 70.7%|26.5* 52.6* 66.9%

Table 3: Experimental results with DSL and Sinkhorn post-
processing for the DRL base model, Recall@k metrics. Best
result in bold; with* — p-value < 0.05, with? — p-value < 0.001.

MSR-VTT
Model @1 @5

DiDeMo
@0 | @1 @5 @10

Text-video retrieval, full access to the test set

DRL 46.5 73.1 82.4 46.6 75.9 83.1
+DSL 50.5 77.6 86.5 53.1 78.0 85.1
+Sinkhorn  52.6 79.5 87.0 55.9 80.5 87.4

Video-text retrieval, full access to the test set

DRL 43.8 74.0 83.6 45.8 74.7 83.6
+DSL 50.4 717.7 86.2 54.4 79.0 86.5
+Sinkhorn  51.8 77.9 86.3 56.3 79.8 86.8

Text-video retrieval, single-query setting

DRL 465 731 824 | 466 759  83.1
+DSL 47.0% 731 827 | 475 76.5* 841
+Sinkhorn  46.6 73.4% 83.1% | 477 760 844

Text-video retrieval, zero-shot single-query setting

DRL 243 468 561 | 239 452 560
+DSL 263 512 608 | 263 520 658
+Sinkhorn  28.4% 53.1% 64.7% | 28.8% 54.2F 66.4*

4.1 Results

Comparing postprocessing approaches. Table 1 shows the main
results of our evaluation for models and datasets from Section 4.
The proposed Sinkhorn postprocessing consistently and often very
significantly (cf. p-values) outperforms DSL across all models and

Konstantin Yakovlev et al.

datasets. Thus, we recommend to adapt Sinkhorn transformations
as a standard postprocessing technique instead of DSL. Further,
Table 1 shows the results of video-text retrieval, i.e., searching for
text descriptions by video input. All models allow for this modifi-
cation, and the results again show that in this direction Sinkhorn
postprocessing is consistently better than DSL, and both help a lot
compared to the original models.

Single-query setting. Table 2 shows the results in the single-
query setting, where postprocessing cannot be done on test set
queries. To alleviate this, we sample additional queries from the
training set, calculate their similarity with test set videos, and then
sample a smaller number of queries to form a pseudo-test set for DSL
and Sinkhorn postprocessing. For a fair comparison, both are given
the same pseudo-test sets; we show metrics averaged over three
random resamples of the pseudo-test set. Results in the single-query
setting are consistently worse than with the full test set (Table 1),
validating our hypothesis that much of the postprocessing effect
comes from alleviating the domain shift between training and test
sets. However, Table 2 shows that even in the single-query setting
rescoring approaches do help, and in most experiments Sinkhorn
postprocessing fares better than DSL. Table 2 also considers the zero-
shot single-query setting, where models are not fine-tuned on the
training sets of the corresponding datasets (BLIP is shown only here
since it is zero-shot by default). The results are predictably much
worse, but both the significant positive effect of postprocessing and
the advantage of Sinkhorn over DSL persist in this setting.

Results for the DRL base model, both with full access to the
test set and in the single-query settings, are shown separately in
Table 3 since we have these results only for the MSR-VTT and
DiDeMo, and the other datasets have not been covered by its original
code [27]. Table 3 leads to the same conclusions as Tables 1 and 2:
postprocessing helps in all settings, and the advantage of Sinkhorn
over DSL is even more pronounced in the single-query settings for
the DRL model than for other models (Table 2).

5 CONCLUSION

In this work, we have presented a new approach to rescoring in-
formation retrieval results based on the Sinkhorn transformation,
showing that it outperforms the currently popular DSL postpro-
cessing. We have also shown that most of the positive effects of
postprocessing can be attributed to having access to the entire test
set, but introduce a “fair” evaluation setting with access to only
a single query and show that even in this setting the effects of
postprocessing are significant, and the Sinkhorn approach still out-
performs DSL. We suggest the Sinkhorn transformation as a new
standard reranking approach and posit that such postprocessing
can be applied in IR practice with a positive effect.
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