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ABSTRACT
Sequential recommender systems aim to predict users’ next in-
terested item given their historical interactions. However, a long-
standing issue is how to distinguish between users’ long/short-term
interests, which may be heterogeneous and contribute differently
to the next recommendation. Existing approaches usually set pre-
defined short-term interest length by exhaustive search or empirical
experience, which is either highly inefficient or yields subpar re-
sults. The recent advanced transformer-based models can achieve
state-of-the-art performances despite the aforementioned issue, but
they have a quadratic computational complexity to the length of
the input sequence. To this end, this paper proposes a novel sequen-
tial recommender system, AutoMLP, aiming for better modeling
users’ long/short-term interests from their historical interactions.
In addition, we design an automated and adaptive search algorithm
for preferable short-term interest length via end-to-end optimiza-
tion. Through extensive experiments, we show that AutoMLP has
competitive performance against state-of-the-art methods, while
maintaining linear computational complexity.
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Figure 1: Illustrative examples of users’ long/short-term in-
terests. The target items of user 1 and 2 are related to their
long- and short-term interests respectively, and user 3 is in-
fluenced by both.
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1 INTRODUCTION
Sequential recommender systems have been playing an essential
role in real-world service providers, such as purchase prediction
[34, 36, 41], web page recommendations [7], and next point-of-
interest recommendations [3, 9, 24]. It models the sequential de-
pendency based on users’ historical behaviors, which consistently
outperforms static recommendation models due to the utilization
of sequential information [4, 5, 21].

Essential information for making informed sequential recom-
mendations could be summarized into three-fold. The first fold is the
long-term user sequential dependency, which relates to the entire
sequence of interacted items. It illustrates the users’ relatively static
long-term interests. The second fold is the short-term user sequen-
tial dependency, which may deviate from the long-term interest in
a dynamic recommendation environment. It describes the users’
most recent interest, which could be temporarily independent. In
addition, item features contribute significantly to illustrating the
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Figure 2: Framework overview of AutoMLP.

users’ short-term dependency [19], which is the third-fold criti-
cal information for sequential recommendations. Obviously, users’
behaviors in sequential recommendations are usually affected by
both their long- and short-term interests, which describe users’
preferences from different perspectives, as illustrated in Figure 1.
However, while the majority of existing works are adept at captur-
ing long-term interest, only a few specifically address the relatively
dynamic short-term interest.

Existing methods in sequential recommendation usually tend to
model the sequential dependencies among interacted items using
Recurrent Neural Network (RNN) [5, 25, 32] and RNNwith attention
mechanism [14, 33]. RNN-related methods can successfully capture
the short-term dependency, but it is well-known that RNN is prone
to degenerate when facing long sequences, even-though techniques
such as LSTM and GRU were proposed to mitigate this problem.
Besides, recent advances show that Transformer-based methods
can outperform previous methods by a large margin [10, 23, 37].
However, due to the nature of self-attention, they are insensitive
to the order of the input sequence, so they must rely on auxiliary
positional embedding to learn the sequential information. Despite
it has been shown that such an approach sometimes may hurt the
performance [10, 11]. In addition, Transformer’s computational
complexity is quadratic to the input sequence, so the computa-
tional cost for handling a long user interaction sequence is not
neglectable. Furthermore, since users’ behaviors could be heteroge-
neous in the long-term and short-term, i.e., the learned short-term
dependencies might not accord with the long-term or vice-versa,
most existing works train separate models to capture long- and
short-term interests, respectively. However, they restrict the short-
term sequence length through empirical practices, such as selecting
a fixed amount of most recent interactions, or from a fixed time

interval [19, 26, 33]. These approaches are obviously not adaptive
or automated enough, because the optimal short-term length varies
across different recommendation tasks or scenarios.

To mitigate aforementioned issues, we propose a simple yet effi-
cient method calledAutomated Long-term Short-termMulti-Layer
Perceptron for sequential recommendation (AutoMLP). AutoMLP
only consists of MLP blocks, therefore maintaining linear time and
space complexity. We devise a long-term interest module and a
short-term interest module to capture long- and short-term depen-
dencies respectively. To automatically adapt the short-term interest
window across different tasks, we leverage continuous relaxation
to convert the discrete sequence length to a continuous and dif-
ferentiable representation via AutoML techniques, which could be
optimized via gradient descent [18]. To show the effectiveness of
our proposed method, we test it on commonly used benchmarks.
To summarize, our paper has the following contributions:

• We propose a new long/short-term sequential recommendation
model which only consists of MLP blocks. Despite its simple
architecture and linear-complexity, it presents competitive per-
formance against state-of-the-art methods.

• We devise an automated short-term session length learner to
search the local-optimal short-term interest length adaptive to
the given context, which enhances the model’s generality.

• We test our proposed method through extensive experiments on
both commonly used datasets and real-world private datasets
from the industry.

2 FRAMEWORK
In this section, we will make a detailed introduction to our proposed
method - AutoMLP, which can adaptively choose users’ short-term
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Figure 3: Architecture of Sequential Recommender System MLP Layer (SRSMLP Layer).

interest length, and use MLP blocks to capture long-term and short-
term interests efficiently. We will first present the overview of the
AutoMLP framework, and then discuss the components in detail.

2.1 Problem Formulation
The goal of sequential recommendation is to predict the user’s next
possible interacted item given their historical interaction sequences.
Thus, for each user 𝑢 in the user set 𝑈 , there is a corresponding
sequence from 𝑆 = {𝑆1, ..., 𝑆𝑢 , ..., 𝑆𝑈 }, where 𝑆𝑢 indicates the inter-
action sequence for user 𝑢. Within each sequence, user-interacted
items will be sorted chronologically, i.e., 𝑆𝑢 = {𝑖1, ..., 𝑖𝑡 , ..., 𝑖𝑇 },
where 𝑖𝑡 is the item interacted at timestamp 𝑡 , and 𝑇 is the se-
quence length. Then, the objective of sequential recommendation
can be formally defined as: given user 𝑢’s historical interaction se-
quence 𝑆𝑢 , the goal is to find a function 𝑓 : 𝑆𝑢 → 𝑖𝑇+1, where 𝑖𝑇+1 is
the next item to be recommended to the user 𝑢.

2.2 Framework Overview
Now we introduce the overview of AutoMLP - a sequential rec-
ommender system based solely on MLP architectures, which can
automatically learn the appropriate short-term user interest length
for different sequential recommendation applications. The main
body of AutoMLP is made up of two separate MLP-based networks,
namely the long-term user interest module and short-term interest
module as shown in Figure 2. To be specific, the long-term user
interest module takes the entire user historical behavior sequence
for prediction and therefore is more leaning towards long-term
sequential dependencies.

On the other hand, the short-term user interest module takes
a certain number of latest interactions before time 𝑇 , tending to
model the short-term sequential dependencies. The number of re-
cent interactions 𝑘 will be determined by a Neural Architecture
Search (NAS) algorithm, DARTS [18], which leverages continuous
relaxation to make the neural architecture search space differen-
tiable and thus can be optimized by gradient descent. Finally, the
outputs of separated modules will be fused by a fully-connected
layer to predict the next item interacted.

2.3 Detailed Architecture
In this section, we will introduce the macro-structures as well as
the methodology behind our proposed method in detail.

2.3.1 Embedding Layer. Following the commonly used strategy
in sequential recommender system [10, 23, 36], we use a lookup
table to transform the item ID and other features into embedding

vectors. Assuming each item 𝑖𝑡 has 𝐶 features, we then use a fully-
connected layer to fuse𝐶 embedding vectors from different features
into one embedding vector 𝒙𝒕 = [𝑥1𝑡 , · · · , 𝑥𝐷𝑡 ] with predefined
dimension 𝐷 . For a user interaction sequence with length 𝑇 , we
then attain an embedding table with size 𝑇 × 𝐷 , i.e., the embedded
sequence in Figure 2.

2.3.2 Long-term InterestModule. Nowwe present the key com-
ponent for modeling the long-term sequential dependencies, i.e.,
long-term interest module. As we mentioned above, the long-term
interest module takes the entire user interaction sequence as input
and encoded the interest as the hidden representation for prediction.
The encoding process is carried out by a sequential recommender
systemMLP layer, i.e., SRSMLP Layer in Figure 3, which is comprised
of two MLP blocks, namely the sequence-mixer and channel-mixer.
SRSMLP Layer alternately employs both MLP blocks to capture
the sequential correlations within the user interaction sequence
and the cross-channel correlations within each item’s embedding
vector.

Sequence-mixer.The illustration of the structure of the sequence-
mixer is shown in Figure 4. The objective of the sequence-mixer
is to learn the sequential information within the user interaction
sequence. The input dimension of the sequence-mixer is the length
of the input sequence, which is 𝑇 . Recall that after the embedding
layer, we have an embedding table with a size of𝑇 ×𝐷 , so sequence-
mixer is applied to the transposed embedding table with a size of
𝐷 ×𝑇 , as shown in Figure 3. Sequence-mixer performs non-linear
projection that maps input 𝒙𝒅 to output 𝒙̂𝒅 of the same shapes,
i.e., R𝐷×𝑇 ↦→ R𝐷×𝑇 , fusing the cross-item (sequential) informa-
tion within the sequence to each item’s embedding vector. More
specifically, since the inputs are the same embedding dimension
of the entire sequence, i.e., | [𝑥𝑑1 , · · · , 𝑥

𝑑
𝑇
] | = 𝑇,∀𝑑 ∈ [1, 𝐷], we can

observe that sequence-mixer can learn the sequential correlation
throughout the sequence, which often reveals users’ long-term in-
terest evolution. We can denote the output of the sequence-mixer
at layer 𝑙 as:

𝒙̂𝒅 = 𝒙𝒅 +𝑾2𝑔𝑙 (𝑾1𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝒙𝒅 )) (1)

where 𝑑 = 1, 2, · · · , 𝐷 . 𝒙𝑑 is the 𝑑th example from the embed-
ding table . 𝒙̂𝒅 is the output of the sequence-mixer block, 𝑔𝑙 is the
non-linear activation function at layer 𝑙 ,𝑾1 ∈ R𝑅𝑠×𝑇 denotes the
learnable weights representing the first fully connected layer in the
sequence-mixer,𝑾2 ∈ R𝑇×𝑅𝑠 signifies the learnable weights of the
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Figure 4: Sequence mixer. Channel mixer has a similar ar-
chitecture, except for the input 𝑥𝑑 and output 𝑥𝑑 .

second fully connected layer in the sequence-mixer, 𝑅𝑠 is the tun-
able hidden size of sequence-mixer. We employ layer normalization
(𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚) and residual connection as in MLP-mixer [28].

Channel-mixer. Sharing a similar macro-structure to sequence-
mixer in Figure 4, the key distinction between channel-mixer and
sequence-mixer is their purpose. The objective of the channel-mixer
is to learn the correlation within each item’s embedding vector.
Since each dimension of an embedding vector usually expresses dif-
ferent semantics, collectively learning their representation is vital
for making an informed prediction [13]. Also, after the sequence-
mixer, the sequential information is fused in the individual embed-
ding dimension of each embedding vector, channel-mixer can also
communicate the sequential information from different dimensions
and thus coherently learn the hidden representation of sequential
information [28]. Therefore, the input dimension of the channel-
mixer must match the size of the embedding vector, which is 𝐷 . So
for the embedding table, we obtained from the embedding layer,
after passing through the sequence-mixer and encoding with se-
quential information, we first transpose it back to the initial shape,
i.e., 𝑇 × 𝐷 . Then, channel-mixer maps input 𝒙𝒕 to output 𝒙̂𝒕 of the
same shapes, i.e., R𝑇×𝐷 ↦→ R𝑇×𝐷 , fusing the cross-channel correla-
tion to each item’s embedding vector. We can denote the output of
the channel-mixer at layer 𝑙 as:

𝒙̂𝒕 = 𝒙𝒕 +𝑾4𝑔𝑙 (𝑾3𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝒙𝒕 )) (2)

where 𝑡 = 1, 2, · · · ,𝑇 , 𝒙𝒕 is the input, which is the 𝑡𝑡ℎ example
from the embedding table. 𝒙̂𝒕 is the output of the channel-mixer
that contains cross-channel correlations.𝑾3 ∈ R𝑅𝑐×𝐷 is learnable
weights of the first fully connected layer in the channel-mixer, and
𝑾4 ∈ R𝐷×𝑅𝑐 is that of the second fully connected layer, where 𝑅𝑐
denotes the tunable size of hidden layer in channel-mixer.

2.3.3 Short-term InterestModule. Nowwe introduce the short-
term interest module for capturing the short-term sequential de-
pendencies in users’ historical sequences. The short-term interest
module follows a similar framework as the long-term interest mod-
ule, meaning it also contains a sequence-mixer and channel-mixer.
The key difference is the short-term interest length search section
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Figure 5: Short-term session length search process. 𝐾 is the
set of candidate lengths, represented by the highlight part.

that can automatically select optimal short-term interest length 𝑘
in a data-driven manner.

Session Length Search. The session length search part is a Neu-
ral Architecture Search (NAS) algorithm based on DARTS [18].
To be specific, we first define some candidate short-term lengths
before the last item 𝑖𝑇 , representing the possible range of users’
short-term interest length, i.e., 𝑲 = {𝑘1, ..., 𝑘𝑚, ..., 𝑘𝑀 }, as shown in
Figure 5. Then we create𝑀 SRSMLPs, each for individual candidate
𝑘𝑚 . Next, as shown in Figure 5, we assign a set of learnable architec-
tural weights 𝑨 = {𝛼1, ..., 𝛼𝑚, ..., 𝛼𝑀 } to the outputs from different
SRSMLPs respectively. After that, we apply softmax to transform
weights as continuous and differentiable approximations:

𝑝𝑚 =
exp(𝛼𝑚)∑𝑀
𝑚=1 exp(𝛼 𝑗 )

(3)

where𝑚 = 1, · · · , 𝑀 , and 𝛼𝑚 is the learnable weight for𝑚𝑡ℎ candi-
date short-term sequence. After Equation (3), we now have a set
of continuous and differential weights {𝑝1, · · · , 𝑝𝑚, · · · , 𝑝𝑀 } that
could adaptively decide the length of the short-term sequence.

Discussion. Since the effect between the value of short-term
interest length and the model performance is not monotonic, thus
to determine a local optimal value must apply an exhaustive search,
which is extremely computationally expensive for a long user-item
interaction sequence, since there are more possible candidates.
Therefore, the main upside of such an approach is to learn a local
optimal user short-term interest length without enumerating ev-
ery possible model architecture and train them repetitively, thus
making the decision process of selecting short-term interest length
highly efficient and adaptive.

2.3.4 Output Layer. Oncewe find the optimal length of the short-
term sequence, we can obtain the outputs from the long-term in-
terest module and the optimal short-term interest module. Then,
we use a fully-connected layer to learn their joint representation
as follows:

𝒉𝑻 =𝑾𝒐𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝒙𝒔𝑻 ; 𝒙
𝒍
𝑻 )) + 𝒃𝒐 (4)

where ℎ𝑇 is the final hidden representation of time step 𝑇 , 𝑥𝑠
𝑇
and

𝑥𝑙
𝑇
are the output from the short-term interest module and long-

term interest module at time step 𝑇 , respectively.𝑾𝒐 is learnable
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weights that projects the combined 𝑥𝑠
𝑇
and 𝑥𝑙

𝑇
to a lower dimension

representation, hence𝑾𝒐 ∈ R𝐷×2𝐷 , and 𝒃𝒐 ∈ R𝐷 is learnable bias
vector. Finally, ℎ𝑇 will be used for predicting users’ next interaction,
which we will later introduce in Section 2.4.2 of model inference.

2.4 Training and Inference
Following the common setting in the sequential recommendation,
our training loss is defined by a Cross-Entropy loss function:

L = −
∑︁
𝑆𝑢 ∈𝑆

∑︁
𝑡 ∈[1,...,𝑇 ]

[𝑙𝑜𝑔(𝜎 (𝑟𝑖𝑡 ,𝑡 )) +
∑︁
𝑗∉𝑆𝑛

𝑙𝑜𝑔(1 − 𝜎 (𝑟𝑖 𝑗 ,𝑡 ))] (5)

where 𝜎 demotes sigmoid function. 𝑟𝑖𝑡 ,𝑡 is model’s predicted
similarity to ground-truth item 𝑖𝑡 , and 𝑟𝑖 𝑗 ,𝑡 is the predicted similarity
to sampled items at time step 𝑡 , where 𝑗 is the negative sampled
items. 𝑆 is the superset that contains all users’ interaction sequences.

2.4.1 Training. The training process contains two phases. The
first phase is the search phase, aiming to find local optimal 𝑨∗

representing preferable short-term length. The second phase is the
retraining phase, where after 𝑨∗ is found, we retrain the AutoMLP
framework with the optimal short-term length.

Search Phase.The previous section illustrates how continuous
relaxation can make the search space 𝑲 differentiable and thus
could be optimized via back-propagation. Now our objective is to
jointly learn the architectural weights 𝑨 = {𝛼𝑚}, and all other
learnable parameters of AutoMLP𝑾 . Note that each 𝑝𝑚 is corre-
sponding with each 𝛼𝑚 , i.e., learning {𝑝𝑚} is the same to learning
{𝛼𝑚}. While 𝑨 is a subset of the learnable parameters of AutoMLP,
literature shows that simply updating 𝑾 and 𝑨 altogether will
cause overfitting problems in the training process, since they are
highly dependent from each other [39, 40]. Therefore, we will use
the training dataset to optimize 𝑾 following common practice,
while using the validation dataset to optimize 𝑨. To be specific, we
formulate this as a bilevel optimization [2], with 𝑨 as upper-level
variable and𝑾 as lower-level variable [18]. Formally, we denote
that as:

min
𝑨

L𝑣𝑎𝑙

(
𝑾∗ (𝑨),𝑨

)
𝑠 .𝑡 . 𝑾∗ (𝑨) = argmin

𝑾
L𝑡𝑟𝑎𝑖𝑛 (𝑾 ,𝑨)

(6)

In addition, it is notable that the inner optimization (lower-level
variable optimization) for solving Equation (6) is usually compu-
tationally expensive, since every time we intend to optimize 𝑨,
we have to first train𝑾 till converged. Alternatively, we apply a
one-step approximation:

𝑾∗ (𝑨) ≈𝑾 − 𝜉∇𝑾L𝑡𝑟𝑎𝑖𝑛 (𝑾 ,𝑨) (7)

where 𝜉 is the learning rate. The motivation of this approximation
is to approximate𝑾∗ (𝑨) by a single training step instead of from
training thoroughly. The detailed training algorithm of the search
phase is shown in Algorithm 1.

Retraining Phase. In the search stage, we incorporate all can-
didate short-term sequences into the AutoMLP framework, where
the suboptimal short-term sequences may lead to a negative impact
on model performance. Thus, we need to retrain AutoMLP with
only the optimal short-term sequence.

Algorithm 1 Optimization for AutoMLP in Search Phase
Input: embedding table 𝒙 and ground-truth interaction sequences
𝑺
Output: well-learned parameters𝑾∗ and 𝑨

1: while not converged do
2: Sample a mini-batch of validation data examples
3: Estimate the approximation of𝑾∗ (𝑨) via Eq.(7)
4: Update 𝑽 by descending ∇𝑨 L𝑣𝑎𝑙

(
𝑾∗ (𝑨),𝑨

)
5: Sample a mini-batch of training data examples
6: Update𝑾 by descending ∇𝑾L𝑡𝑟𝑎𝑖𝑛 (𝑾 ,𝑨)
7: end while

To be specific, after the optimization of the search stage, we ob-
tain well-trained 𝑨∗. We select the optimal short-term length with
the highest 𝛼𝑚 , and discard all other candidate lengths. Then, we
retrain the AutoMLP framework based on the outputs from the long-
term interest module and the optimal short-term interest module
following common deep recommender system training paradigm,
i.e., optimizing loss min𝑾 L𝑡𝑟𝑎𝑖𝑛 (𝑾 ) by gradient descent.

2.4.2 Inference. Our proposed method employs a commonly
used inference process in sequential recommender systems [10, 23,
36, 42], which is to compute the cosine similarity between model
output and all candidate items. More specifically, once we have the
hidden representation ℎ𝑇 from the output layer as the final hidden
representation of the entire sequence, we then calculate the dot
product of ℎ𝑇 and the item embeddings of all candidate items 𝐼 :

𝑝𝜄 = softmax(ℎ𝑇 · 𝐸𝑇𝜄 ) (8)

where 𝜄 = 1, 2, · · · , |𝐼 |, and |𝐼 | is the total number of candidate items.
𝐸𝜄 is the item embedding of 𝑖𝜄 , 𝑝𝜄 is the predicted probability for
𝑖𝜄 being the next possible interaction. Then, candidate item with
highest 𝑝𝜄 is the predicted next interaction 𝑖𝑇+1.

2.5 Complexity Analysis
This section will show the important strength of AutoMLP, which is
the linear computational complexity. The complexity of AutoMLP
is primarily determined by two MLP blocks, sequence-mixer, and
channel-mixer. Since the time complexity of an MLP with one
hidden layer is𝑂 (𝑖𝑛𝑝𝑢𝑡 𝑢𝑛𝑖𝑡𝑠 × ℎ𝑖𝑑𝑑𝑒𝑛 𝑢𝑛𝑖𝑡𝑠 × 𝑜𝑢𝑡𝑝𝑢𝑡 𝑢𝑛𝑖𝑡𝑠), thus
we can know that the complexity of sequence-mixer is 𝑂 (𝑇 × 𝑅𝑠 +
𝑅𝑠 ×𝑇 ). Since the determinant variable here is maximum sequence
length 𝑇 , and 𝑅𝑠 is a constant that is independent of 𝑇 , we can
rewrite that as 𝑂 (𝑇 ). Similarly, we have the complexity of the
channel-mixer as 𝑂 (𝐷). And since short-term modules have the
exact same structure except for the sequence length, we have the
complexity of the short-term sequence-mixer as 𝑂 (𝑘), and the
complexity of the short-term channel-mixer as𝑂 (𝐷) as well. Hence
the complexity of AutoMLP is 𝑂 (𝑇 + 𝐷 + 𝑘), and it is linear to the
three determinant variables.

3 EXPERIMENTS
In this section, we will evaluate our proposed method - AutoMLP
through extensive experiments on two commonly used benchmark
datasets in the recommender system.
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Table 1: Statistics of the datasets.

Data MovieLens Amazon Beauty

# Interactions 1,000,209 2,023,070
# Items 3,952 249,274
# Users 6,040 1,210,271

3.1 Datasets
MovieLens1: MovieLens is a commonly used benchmark dataset
for recommender systems, it contains users’ rating history on a
wide range of movies with corresponding timestamps. In this study
we choose MoiveLens-1M for experiments, which contains over a
million interactions, detailed statistics are available in Table 1.

Amazon Beauty2: This dataset contains reviews and ratings
of various items that are crawled from Amazon [20], it is divided
into multiple categories, and in this paper, we will use "Beauty"
category, statistics of this category are available in Table 1.

In order to model the long-term dependencies in a more realistic
scenario, we filter out users who have less than 10 interactions in
MovieLens and Amazon Beauty. More statistics about the datasets
can be found in Table 1.

3.2 Experimental Setting
We follow the common scenario in the sequential recommendation,
which is the next-item prediction (leave-one-out evaluation). In this
setting, we use the last interactions from user interaction sequences
as the test set, the second last interactions as the validation set, and
all of the previous interactions as training set [10, 15, 23, 36, 42].
We will also pair 100 negative samples for each ground-truth item
in evaluation, sampling based on their popularity [8, 23].

3.3 Evaluation Metrics
We adopt the three most commonly used metrics for evaluation,
namelyHit Ratio (HR), NormalizedDiscounted Cumulative Gain(NDCG),
and Mean Reciprocal Rank (MRR). HR is the accuracy for the
ground-truth item appearing in top 𝑁 recommendations, NDCG is
a ranking loss that measures the position of the ground-truth item
in the top 𝑁 recommendations, and MRR is the reciprocal of the
ground-truth item’s ranking in top 𝑁 recommendations.

3.4 Baselines
To illustrate the effectiveness of our proposed method, we com-
pare it against several popular sequential recommendation models,
where some of them achieve state-of-the-art performances. Of their
design motivation and adapted techniques, they could be divided
into three groups:
General sequential recommender systems refers to the repre-
sentative sequential recommendation models of some important
categories, namely MC-based, RNN-based, and Transformer-based.
• FPMC Factorizing Personalized Markov Chains (FPMC) [22] rep-
resents the earlier works in sequential recommender systems,

1https://grouplens.org/datasets/movielens/1m/
2http://jmcauley.ucsd.edu/data/amazon/

which is using Markov Chains to model the sequential depen-
dencies between items.

• GRU4Rec Hidasi et al. proposed using RNN for the sequential
recommendation, and improved vanilla RNN with Gated Recur-
rent Unit(GRU) and point-wise ranking loss [5].

• BERT4Rec Sun et al. utilized Bi-directional self-attention to
improve transformer-based sequential recommendation [23], and
several studies have shown that BERT4Rec surpasses vanilla self-
attention approach such as SASRec constantly [13, 23, 42]

Long-term short-term sequential recommender systems fo-
cus on modeling the short-term sequential dependencies while
maintaining long-term sequential dependencies as well:

• NextItNet Yuan et al. pointed out some existing limitations of
Caser [26], especially its drawback in modeling long-term se-
quential dependencies and proposed a generative model which
does not require pooling operation for a bigger receptive field to
improve CNN-based sequential recommender systems [35].

Feature-level sequential recommender systems refer to the se-
quential recommendation models that can learn information within
item features to aid next-item prediction.

• GRU4Rec+ is the improved version of GRU4Rec, which lever-
ages item features for better prediction under a feature-rich sce-
nario and parallel RNN for higher efficiency [6].

• FDSA Feature-level Deeper Self-Attention Network for Sequen-
tial Recommendation (FDSA) [36] utilize item features for the
sequential recommendation, and has been considered to have
state-of-the-art performance in supervised-methods [42].

3.5 Implementation Details
The implementations of baseline methods as well as AutoMLP are
based on RecBole framework [38], an open-sourced library for
recommender systems, which offers an unbiased environment to
evaluate the performance of our proposed methods.

For baseline methods, we use hyper-parameters as suggested in
the original papers. For those unspecified hyper-parameters, we
use grid search for hyper-parameter tuning. The searching strategy
is to select the hyper-parameters that yield the best performance
on the validation set. We use the early-stop strategy, i.e., if, in the
next 10 epochs, the validation performance does not improve, we
stop the training and use the model from the current best validation
performance. For some larger models such as BERT4Rec, when
dealing with large datasets, their space complexity could be too
large to fit into GPU memory, therefore we define a "space efficient"
setting, referring to the search best hyper-parameters within our
GPU memory capacity, which is 32GB. We use Adam [12] as the
optimizer for all implementations, the learning rate is set as 1𝑒 − 3,
𝛽1 as 0.9, 𝛽2 as 0.999.

3.6 Overall Performance
In Table 2, we show the overall comparison of our proposedmethods
against a wide range of popular baseline methods.

From the results, we can make the following observations:



AutoMLP: Automated MLP for Sequential Recommendations WWW ’23, May 1–5, 2023, Austin, TX, USA

Table 2: Overall performance comparison. Best performances are bold, next best performances are underlined

Methods MovieLens Beauty
Param

Metrics MRR@10 NDCG@10 HR@10 MRR@10 NDCG@10 HR@10
FPMC 0.2453 0.3088 0.5156 0.0991 0.1251 0.2098 100 M

GRU4Rec 0.3893 0.4553 0.6666 0.1162 0.1435 0.2324 33.5 M
BERT4Rec 0.3535 0.4289 0.6695 0.0907 0.1198 0.2154 17 M
NextItNet 0.2085 0.2642 0.4455 0.1087 0.1393 0.2385 16.8 M
GRU4Rec+ 0.3736 0.4412 0.6578 0.1325 0.1638 0.2657 34.1 M

FDSA 0.3725 0.4409 0.6594 0.1305 0.1595 0.2536 34.3 M
AutoMLP 0.3912* 0.4593* 0.6767* 0.1438* 0.1754* 0.2779* 16.8 M

“*” indicates the statistically significant improvements (i.e., two-sided t-test with 𝑝 < 0.05) over the original model.
“Param” refers to the number of trainable model parameters on Beauty dataset, and M = million.

• When item features are available, feature-level models usually
obtain better performances than those who cannot process fea-
tures, indicating the importance of item features in the sequential
recommendation.

• AutoMLP maintains competitive performance across all datasets.
Specifically, AutoMLP exceeds existing long/short-term sequen-
tial recommender systems such as NextItNet significantly, show-
ing it is not only an efficient choice but also a strong alternative
in terms of accuracy.

• Finally, we can observe that AutoMLP consumes the least train-
able model parameters, which indicates its superior space effi-
ciency in real-world sequential recommender systems.

In summary, AutoMLP can achieve comparable performances against
popular baselines on public datasets with lower space complexity,
which validates its effectiveness.

3.7 Efficiency Analysis
In this section, we will study the time/space efficiency of AutoMLP,
which are critical metrics to launch a recommendation model in
industrial recommender systems.

As one of the fundamental motivations, we argue that via auto-
mated short-term interest length search, AutoMLP is more efficient
than the exhaustive search for optimal short-term interest length.
In Figure 6, we compare AutoMLP against AutoMLP-s, which has
identical architecture as AutoMLP but a different short-term inter-
est length search algorithm. Specifically, AutoMLP-s exhaustively
searches for a short-term interest length that yields the best perfor-
mance as existing methods [26, 33]. In Figure 6(a), we compare the
search time of AutoMLP and AutoMLP-s when the size of candidate
search space (i.e., candidate short-term length) is 5. And in Figure
6(b), we show that as the size of the search space increases, the
increment ratio of AutoMLP is much smaller, suggesting better
scalability of AutoMLP.

In addition, from Figure 7, we can also observe that AutoMLP
shows higher training efficiency in terms of time usage andmemory
consumption against state-of-the-art Transformer-based methods.
Figure 7(a) shows the total training time used for training AutoMLP,
FDSA, and BERT4Rec till convergence in seconds. We can observe
that, because BERT4Rec implements complex training techniques
such as Cloze objective and bi-directional self-attention [23], its
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Figure 7: Training efficiency on Beauty dataset

training efficiency is relatively low. While FDSA obtained a more
balanced training efficiency by combining self-attention and vanilla
attention, its training cost is still more expensive than AutoMLP.

3.8 Hyper-parameters Analysis
In this section, we present how the essential hyper-parameters in
AutoMLP affect the model performance. Unlike transformer-based
methods [10, 23, 36] and CNN-based methods [26, 35], which have
bigger sets of hyper-parameters and larger search space, our pro-
posed methods only have a few key hyper-parameters that can
significantly affect its performance. We investigate how will the
number of layers 𝐿 and embedding size 𝐷 affect the recommenda-
tion performance of AutoMLP.

As shown in Figure 8 (a), we can observe that the optimal num-
ber of layers is 8. In other words, fewer layers (e.g., 𝐿 = 4) can
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Figure 8: Influence of hyper-parameters on Beauty dataset
degenerate model representation ability, while more layers (e.g.,
𝐿 = 12) may lead to the overfitting issue. From Figure 8 (b), it can
be summarized that small embedding sizes will downgrade the
model performance; with the increase of embedding size, AutoMLP
possesses representation capacity to better learn the user-item in-
teraction representations.

3.9 Ablation Study
In previous subsections, we have illustrated the effectiveness and
efficiency of AutoMLP. An intuitive question behind such effec-
tiveness is how we assign credits to each module of our proposed
model. To validate the importance of each part of our model, we
devise simplified alternatives architecture, each with one key com-
ponent removed. Performances are reported in Table 3. Where w/o
Sequence Mixer is removing Sequence Mixer from AutoMLP, and
w/o Channel Mixer is to remove Channel Mixer from AutoMLP.

As shown in Table 3, we can observe that without Sequence-
Mixer, the performance of AutoMLP drops most significantly. As
we introduced in the Framework section, Sequence-Mixer aims to
capture the sequential correlation of input sequence, without it
the model will simply make predictions assuming input sequences
are independent. The significant decrease indicates the core impor-
tance of sequential information in our recommendation task, and
Sequence-Mixer can effectively capture such information.

When we only remove Channel-Mixer, we can also observe a
drop in performance, but less significantly compared with removing
Sequence-Mixer. The performance drop suggests that exchanging
cross-channel information after each layer can also improve the
quality of prediction by better learning the joint correlations of
different implicit attributes of items.

4 RELATEDWORK
In this section, we briefly summarize several lines of works related
to us, consisting of sequential recommendation and MLP-mixer.

4.1 Sequential Recommendation
Sequential recommendation plays an essential part in recommender
systems. It aims at depicting users’ successive preferences based
on sequential interactions between users and items. RNN enjoys
a natural strength in modeling sequential dependencies and takes
the major part of the deep learning-based sequential recommen-
dation. GRU4Rec [5] employs the Gated Recurrent Unit (GRU) in
the session-based recommendation. It’s improved version [4] fur-
ther boosts the performance with a ranking loss function as well
as an improved sampling strategy. However, RNN suffers from a

Table 3: Ablation study comparison on Beauty dataset

Model MRR@10 NDCG@10 HR@10
w/o Sequence Mixer 0.1132 0.1315 0.2169
w/o Channel Mixer 0.1408 0.1720 0.2700

AutoMLP 0.1438 0.1754 0.2779

high training cost, especially when modeling long-term sequences.
Furthermore, both RNN-based models can not capture long-term
dependencies well due to the vanishing gradient problem [31].

Since the successful application in [1], attention has been widely
applied to the sequential recommendation. NARM [14] captures
sequential user-item interactions as well as the user’s main purpose
in the current session through an encoder-decoder framework. Yu
et al. [34] propose to maintain user preference through jointly
learning the individual- and union-level item interactions.

Lately, thanks to the advances in related areas [30], the trans-
former has achieved better performance than RNN structure. To
mitigate the deficiency of RNN-based models, SASRec [10] proposes
to use an attention mechanism to model long-term sequential de-
pendency. Bert4Rec [23] employs deep bidirectional self-attention
to learn user preferences. FDSA [36] models transition patterns by
integrating heterogeneous features with different weights. Besides,
transformer-based models do not account for the order of input
sequence without a heuristic process[11].

4.2 MLP-mixer
Recent advances in MLP architectures [17, 27–29] show that with
simple alternations in design, MLP can serve as a strong alternative
to Transformer-based models and attain competitive performances
against state-of-the-art methods while maintaining both smaller
time and space complexity. Among them, MLP-Mixer [28] is usually
considered the most representative work, by using separate MLP
blocks to learn the per-location correlations and cross-location
correlations from images, MLP-Mixer shows great scalability on
large datasets and comparable performance against Transformer-
based and Convolution Neural Network (CNN) based methods.

We note that our proposed method is not the first endeavor to
try to apply MLP-only architecture in a recommender system. MOI-
Mixer [13] first investigates the possibility of using MLP architec-
ture as a substitute for Transformer-based methods. Subsequently,
MLP4Rec [16] proposed a tri-directional information fusion scheme,
to coherently capture higher-order interactions across different at-
tribute levels under a feature-rich scenario.

5 CONCLUSION
In this paper, we proposed a long-term short-term sequential rec-
ommender system named AutoMLP. By only leveraging MLP ar-
chitectures, AutoMLP shows competitive performances against
state-of-the-art methods on both open-sourced benchmark datasets
and real-world dataset from industrial application. Moreover, we
devised an automated short-term interest length search algorithm
that can efficiently learn an optimal short-term interest length, to-
gether with the linear complexity of MLP architectures, our method
shows better efficiency and more promising improvement space
compared with the existing methods.
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