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ABSTRACT
Embedding-based retrieval (EBR) methods are widely used in mod-
ern recommender systems thanks to its simplicity and effectiveness.
However, along the journey of deploying and iterating on EBR in
production, we still identify some fundamental issues in existing
methods. First, when dealing with large corpus of candidate items,
EBR models often have difficulties in balancing the performance
on distinguishing highly relevant items (positives) from both ir-
relevant ones (easy negatives) and from somewhat related yet not
competitive ones (hard negatives). Also, we have little control in
the diversity and fairness of the retrieval results because of the
“greedy” nature of nearest vector search. These issues compromise
the performance of EBR methods in large-scale industrial scenarios.

This paper introduces a simple and proven-in-production so-
lution to overcome these issues. The proposed solution takes a
divide-and-conquer approach: the whole set of candidate items are
divided into multiple clusters and we run EBR to retrieve relevant
candidates from each cluster in parallel; top candidates from each
cluster are then combined by some controllable merging strate-
gies. This approach allows our EBR models to only concentrate
on discriminating positives from mostly hard negatives. It also en-
ables further improvement from a multi-tasking learning (MTL)
perspective: retrieval problems within each cluster can be regarded
as individual tasks; inspired by recent successes in prompting and
prefix-tuning, we propose an efficient task adaption technique fur-
ther boosting the retrieval performance within each cluster with
negligible overheads.

Both offline evaluation and live A/B experiments demonstrates
the effectiveness of the proposed solution. The presented solution
has already been deployed in Kuaishou (one of the most popular
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short-video streaming platforms in China with hundreds of millions
of active users) for over four months since the positive A/B test.

CCS CONCEPTS
• Information systems→ Recommender systems.

KEYWORDS
recommender systems, embedding-based retrieval, multi-task learn-
ing

1 INTRODUCTION
Finding precisely relevant items from an extremely large corpus
of items in a limited time is one of the major challenges in many
industrial recommender systems. The most widely used solution is
so called the two-stage approach [2] where a candidate generation
phase first takes care of narrowing down the candidate set of items,
so that more accurate but time-consuming models can be exploit
in a subsequent ranking phase. Traditionally, candidate generation
is often implemented by rule-based methods such as tag-based
recommendation and item-based collaborative filtering [15, 24].
As deep learning has been successfully applied, embedding-based
retrieval (EBR) methods [2, 9, 16, 23, 25] are becoming prevalent
today. In EBR, user and item features are encoded into embeddings
by two parallel deep neural networks, and the distance (e.g., dot
product) between user and item vectors are learned to discriminate
relevant items (i.e. positives) from irrelevant ones (i.e. negatives).
During employment, item embeddings can be pre-computed and
indexed by an ANN (approximate nearest neighbor) search sys-
tem (e.g. FAISS [10]), so that we can retrieve top-k relevant items
efficiently in sub-linear time at serving.

However, despite its appealing balance between simplicity and
effectiveness, EBR still faces some fundamental problems:
• Trade-off between discriminating easy and hard negatives.
Different from the ranking phase where candidates items are
mostly relevant to some degree, the candidate generation phase
faces the whole corpus of items and needs to distinguish com-
petitive candidates (positives) both from irrelevant ones (easy
negatives) and from somewhat related yet not competitive
ones (hard negatives). The challenging part lies in that the
performance of embedding models on these two tasks are of-
ten conflicting to each other (see Figure 1(a)). Typically, the
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Figure 1: Motivations. (a) The retrieval performance when
training EBRmodel with different ratios of added hard neg-
atives (negative items from the same cluster as the positives)
to easy negatives. Within Cluster and Out of Cluster indi-
cate the performance of retrieving the ground-truth item
when it is mixed with all the items from the same cluster
and from other clusters, respectively. (b) Multi-modal struc-
ture of users’ preferences.

best practice of training EBR models is to use a mixture of
easy and hard negatives with a carefully tuned mixing ratio.
Nonetheless, we argue that this ostensible “sweet spot” is not
optimal, but rather a compromise, which limits the potential
of EBR models.

• Uncontrollable diversity and fairness [20] of the retrieval re-
sults. In most platforms, users usually have a diverse set of in-
terested items with varying intensity, for example, who spends
most of their time watching comedies may also watch thrillers
sometimes. Ideally, recommender systems are supposed to
present diversified results that cover all of users’ information
needs. However, ANN search algorithms used in EBR only
greedily retrieve the top-scored items and are ignorant of the
potential multi-modal nature of user intent (see Figure 1(b)).
Consequently, the diversity of results completely depends on
the embedding model and long-tail user interests (thrillers in
the example) are prone to be underrepresented in this regard.

Motivated by these issues, we propose a simple and practical
approach that be used to substantially boost the performance of
EBR models almost for free. The proposed approach is similar to
a divide-and-conquer algorithm. More specifically, we divide the
whole set of items into several clusters and assume that itemswithin
the same clusters are mostly relevant to each other. Instead of using
an EBR model to search for relevant candidates from the whole, we
run EBR on each cluster (or a subset of relevant clusters) of items
in parallel and then merge results with some strategies1. This way
rules out easy negatives from other irrelevant clusters and allows
EBR models to only concentrate on mostly hard negatives within
each cluster. Therefore, it achieves a win-win situation where em-
bedding models can be more accurate, while diversity and fairness
become controllable by designing adequate merging strategies.

Notably, the proposed divide-and-conquer approach naturally
induces a multi-tasking learning (MTL) [3] scenario. Retrieving rel-
evant candidates from each cluster can be regarded as an individual
task. This multi-tasking perspective opens up a new direction to

1For example, if questing for absolute fairness among clusters, we can extract equally-
sized items from each cluster as the final result.

optimize our model accuracy. However, in practice we find that the
state-of-the-art MTL methods (e.g. MMoE [18], PLE [21]) signifi-
cantly increases the computational costs especially at training, yet
still not achieving as much performance gain as expected. In this
paper, we draw inspirations from recent advances in prompt-based
lightweight tuning [12, 14] to facilitate task adaptation from the in-
put layers by introducing very few extra parameters and negligible
computational overheads. The resulting method enables muchmore
efficient fine-tuning on each task with a unified model architecture
and achieves considerably improved accuracy. With this proposed
MTL paradigm, we push the potential of EBR even further.

We deployed the proposed approach on a large-scale recom-
mender system in Kuaishou, one of the most popular short-video
streaming platforms in China. Online A/B testing shows that our
approach significantly improves key user engagement metrics in-
cluding App Usage Time. To ensure reproducibility for a broader
research community, we also conducted extensive experiments on
publicly available datasets. Results show that our approach achieve
up to 40% improvements in Recall. A detailed ablation study further
verifies the effectiveness of two major contributions of this paper,
the proposed divide-and-conquer approach (Section 2.2) and the
prompt-based task adaption technique (Section 2.3).

Through this preliminary research, we hope to demonstrate a
new possibility and perspective to the improvement of EBR in
real-world applications. Several detail designs can be left as open
questions for future studies. For instance, there might exist better
and more principled ways to divide the candidate space and merge
results from each cluster given different demands. Moreover, one
can also explore more advanced MTL approaches for this scenario
to strike a better balance between effectiveness and efficacy.

2 METHODOLOGY
2.1 Background: Embedding-based Retrieval
Suppose we have a set of users U and a set of items I. We denote
the user-side features as 𝒙𝒖 for each user 𝑢 ∈ U and item-side
features as 𝒙 𝒊 for each item 𝑖 ∈ I. Embedding-based retrieval (EBR)
methods use a user encoder 𝑓 and an item encoder 𝑔 to transform
user and item features into embeddings 𝒆𝑢 = 𝑓 (𝒙𝒖 ) and 𝒆𝑖 = 𝑔(𝒙 𝒊),
respectively. The distance (most commonly, inner product) between
user embedding 𝒆𝑢 and item embedding 𝒆𝑖 is used to capture the
relevance of item 𝑖 to user 𝑢 denoted by 𝑟𝑢𝑖 .

During employment, item embeddings {𝒆𝑖 }𝑖∈I are calculated
beforehand in an offline or near-line system and indexed by some
approximate nearest neighbor (ANN) search system (e.g. FAISS [10]).
Therefore, only the user encoder 𝒆𝒖 = 𝑓 (𝒙𝒖 ) needs to be evaluated
in real time and the ANN system can efficiently retrieve the nearest
items in sub-linear time. The most appealing part of EBR is that 𝑓
and𝑔 can be almost any neural network models and the deployment
cost is remarkably low.

Throughout this paper, we take SASRec [11] as an example to
introduce the proposed solution. SASRec uses Transformer [22] as
the user encoder

𝒆𝒖 = 𝑓 (𝒙𝒖 ) = Transformer( [𝒔𝒖1 , 𝒔
𝒖
2 , ..., 𝒔

𝒖
𝒏]), (1)
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where 𝒔𝒖1 , 𝒔
𝒖
2 , ..., 𝒔

𝒖
𝒏 are the embeddings of the most recent 𝑛 clicked

items for user 𝑢, and uses the latent item ID embedding alone as
the item representation.

During training, the item relevance scores are trained to discrim-
inate between users’ clicked items (namely I𝑢 ) and the rest (i.e.
I \ I𝑢 ). For example, SASRec uses the binary cross entropy loss to
train the relevance model,

L = −
∑︁
𝑢∈U

∑︁
𝑖+∈I𝑢

[
log(𝜎 (𝑟𝑢𝑖+ )) + E

𝑖−∼I\I𝑢

[
log(1−𝜎 (𝑟𝑢𝑖− ))

] ]
. (2)

2.2 Proposed Divide-and-Conquer Approach
As mentioned in the Introduction, the structure of negative items
I \ I𝑢 can be rather diverse, where some are clearly irrelevant
while some might be related but not competitive enough when
compared with some others. As the scale of candidate set I grows,
this issue becomes more pronounced.

Our solution is motivated by the classic idea of “divide and con-
quer.” We first partition the whole candidate set into 𝐾 semantically
relevant clusters I = {C1, C2, ..., C𝐾 } and then exploit EBR models
to retrieve relevant items within each cluster instead of the whole
corpus (see Figure 2). Note that clustering criteria can be chosen ac-
cording to different application scenarios. Our offline experiments
show that K-means [17] clustering of item embeddings trained by
Word2Vec [19] can be a decent default option. In our production
system, we use our in-house video categories (e.g. Sports, Gourmet,
Kids etc.) predicted by content features (titles, scripts and images
etc.) for both cold-start issues and explainability purposes.

The partition of retrieval space allows the EBR models to only
deal with candidates within each cluster. As as result, we only
need to use negative items from the same cluster as that of the
positive item (that are mostly hard negatives as mentioned before)
for training as well. In other words, this way helps EBR models
become more focused and hence potentially more “productive.” The
training loss is correspondingly rewritten as

L = −
𝐾∑︁
𝑘=1

∑︁
𝑢∈U

∑︁
𝑖+∈I𝑢∩C𝑘

[
log(𝜎 (𝑟𝑢𝑖+ ))+ E

𝑖−∼C𝑘\I𝑢

[
log(1−𝜎 (𝑟𝑢𝑖− ))

] ]
.

(3)
Once the top scored items from each cluster are obtained, we

can assign adequate quotas to each cluster to meet customized
requirements for the final retrieval results. For instance, suppose
we want to generate a final candidate set of size𝑀 . We can train a
user-intent model using the same features as the user encoder and
predict the probability 𝑝𝑢𝑘 that the relevant items to user𝑢 are likely
to fall into cluster C𝑘 . Then, we combine the top-𝑀𝑘 items from each
cluster as the final results, where𝑀𝑘 = 𝑀 · [(𝑝𝑢𝑘 )𝛼/

∑𝐾
𝑘′=1 (𝑝𝑢𝑘′)

𝛼 ]
and 𝛼 is a tunable hyper-parameter2. Because EBR can be run
on different clusters of items in parallel and the search space of
each run is approximately 𝐾 times smaller, this divide-and-conquer
procedure does not significantly increase the response latency.

2.3 Prompt-like Multi-task Learning
By looking at the training loss in Eq. (3), we are actually training 𝐾
separate sub-tasks where the 𝑘-th sub-task corresponds to retrieve
2Setting𝛼 = 0 leads to absolute fairness recommendation, while𝛼 → +∞ corresponds
to only recommend the most relevant cluster.
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Figure 2: An overview of the system architecture.

Table 1: Statistics of datasets (after preprocessing).

Dataset #Users #Items #Interactions Density #Clusters

ML-1M 6,040 3,706 1,000,209 0.045 10
KuaiRand 25,828 108,025 20,141,835 0.007 15

relevant items from C𝑘 . Thus, there might be chances to further
exploit positive transfers among these sub-tasks rather than simply
blending all task samples together. This multi-task learning perspec-
tive motivates us to experiment with some state-of-the-art MTL
methods, e.g. MMoE [18]. However, as mentioned above, neither
its effectiveness nor efficiency is as good as expected (Section 3.1.3).
Instead, inspired by prompt-based tuning approaches [7, 12, 14],
we attempt to feed task identifies as prompts to user encoders to
facilitate task adaption in a parameter-efficient way. That is, for
samples from each cluster C𝑘 ,

𝒆𝒖 = 𝑓 (𝒙𝒖 ) = Transformer( [𝒕𝒌 ; 𝒔𝒖1 , 𝒔
𝒖
2 , ..., 𝒔

𝒖
𝒏]), (4)

where 𝒕𝒌 is the trainable embedding of the 𝑘-th task. Yet, although
this approach cuts down the training time, the performance is still
not improved significantly.

We hypothesize that the reason lies in that the number of layers
in Transformer used in recommendation models is much smaller
than that in most NLP scenarios3. Thus, the interactions between
prompts and raw inputs cannot be properly captured by merely a
couple of layers of self-attention blocks. We then propose to impose
explicit feature interactions by the Hadamard product,

𝒆𝒖 = 𝑓 (𝒙𝒖 ) = Transformer( [𝒔𝒖1 ⊙ 𝒕𝒌 , 𝒔
𝒖
2 ⊙ 𝒕𝒌 , ..., 𝒔

𝒖
𝒏 ⊙ 𝒕𝒌 ]) . (5)

This trick shares a similar idea to the treatment in HyperPrompt [7]
where each input token embedding is concatenated with the prompt.

3 EXPERIMENTS
3.1 Offline Evaluation
3.1.1 Datasets. We conduct extensive experiments on two public
datasets. The statistics of the two datasets are shown in Table 1.
• ML-1M [5] consists of one million anonymous ratings of more
than three thousand movies made by 6,040 MovieLens users.
All the movies watched by a user are regarded as relevant.

3The SASRec paper reports that the two-layer Transformer gives the best result.
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Table 2: Performance comparison on ML-1M and KuaiRand.
The last row reports the relative improvement of our pro-
posed method over its base model, SASRec. R@M is short
for Recall@M.

Method ML-1M KuaiRand

R@20 R@50 R@500 R@1000

MF 0.120 0.231 0.086 0.132
SASRec 0.183 0.337 0.178 0.254
SASRec+ 0.220 0.367 0.200 0.284
MIND 0.186 0.343 0.138 0.201

ComiRec 0.192 0.341 0.188 0.269

Ours 0.234 0.375 0.254 0.359
w/ Naive MTL 0.221 0.366 0.245 0.344
w/ MMoE 0.224 0.371 0.239 0.341

Improvement +27.9% +11.3% +42.7% +41.3%

• KuaiRand [4] is an publicly available dataset collected from the
logs of the recommender system in Kuaishou. In our experiment,
we treat clicked items as relevant items to a user and only keep
those interactions from the main recommendation scenario (the
“tab” field equals to one). We also filter out the items and users
whose frequencies are less than 70 and 10, respectively.

3.1.2 Evaluation Protocol and Baselines. Following [6, 11], we hold
out user’s last and penultimate interacted items as ground-truths
for test and validation, respectively. To simulate real-world appli-
cations, we apply each method to generate a candidate set of 𝑀
relevant items from all the unseen items and evaluate its recall rate.
We set 𝑀 to roughly 5% to 10% of the total number of items, i.e.
𝑀 ∈ [20, 50] for ML-1M and𝑀 ∈ [500, 1000] for KuaiRand.

We compare our proposed divide-and-conquer approach with
the following baseline models,
• Matrix Factorization (MF) [8] is a classic method recommen-
dation method. We train the MF model with the same training
objective as Eq. (2).

• SASRec [11] adopts self-attention blocks to model user inter-
action sequences. We use the same hyperparameters as in their
original paper unless specified otherwise.

• SASRec+ is an extension of SASRec that trained with a mixture
of easy negatives and hard negatives (negative items from the
same cluster as the positive item). We tune the mixing ratios
on the validation set and report the best results.

• MIND [13] uses the routing mechanism as in capsule networks
to group user behaviors into multiple clusters and obtain multi-
ple user embeddings for retrieval.

• ComiRec-SA [1] uses multi-head attention mechanisms to
generate multiple embeddings for each user to capture their
diverse interests.

• MMoE [18] is a widely used multi-task learning method. We
adopt self-attention blocks as individual experts and use four
experts in our experiments.

3.1.3 Experimental results. Table 2 summarizes the performance of
the proposed approach as well as baselines onML-1M and Kuairand.

Table 3: The retrieval performance, within the clusters of
ground-truth items, of different MTL methods.

Method ML-1M KuaiRand

R@5 R@20 R@50 R@100 R@500 R@1000

SASRec 0.191 0.424 0.639 0.172 0.399 0.543
Naive MTL 0.217 0.463 0.674 0.228 0.502 0.658
MMoE 0.223 0.482 0.682 0.218 0.496 0.655
Ours 0.235 0.483 0.682 0.237 0.522 0.682

Table 4: The training throughput of different methods.

Method SASRec MMoE Ours (Prompt-like)

Throughput (samples/sec.) 25K 7.2K 25K

First, the proposed approach outperforms all the baseline methods
consistently on both datasets and achieves up to 27.9% and 42.7%
improvements over its base model SASRec onML-1M and KuaiRand
datasets, respectively. As mentioned in the Introduction, although
SASRec+ indeed outperforms SASRec by using a carefully tuned
mixture of easy and hard negatives, there is still a big gap between
SASRec+ and ours.

We also did an ablation study to assess both the proposed divide-
and-conquer approach and our prompt-like MTL method. Results
show that by dropping the prompt module (i.e. using naive MTL
with a shared SASRec model for all tasks instead), the overall per-
formance drops by up to 5.6% and 4.2% on ML-1M and KuaiRand,
respectively. Yet, it still significantly improves the performance of
SASRec+, which demonstrates that our divide-and-conquer strat-
egy does work as expected. To prove it further, we evaluate the
within-cluster retrieval performance by restricting the candidate set
to those within the same cluster as the ground-truth item. As shown
in Table 3, by only focusing the within-cluster negatives during
training, Naive MTL can already substantially improve the retrieval
performance within each cluster and then lead to the overall per-
formance gains. When adding prompts to facilitate task adaption,
the within-cluster retrieval performance performs even better.

Meanwhile, MMoE achieves comparable results on ML-1M, but
we can see from Table 4 that it dramatically increases the train-
ing cost and the training throughput declines by around 70%. In
contrast, the proposed method incurs almost no extra training cost.

3.2 Live A/B Experiment
The proposed approach has also been tested in a live A/B experi-
ment in Kuaishou. The A/B test lasted for three days (July 3-5, 2022)
and involved over 40 million users in the experiment group, yield-
ing strongly statistically significant experimental results. In the
experiment group, the proposed retrieve method serves as one of
the candidate sources in the candidate generation phase. Compared
with the control group, our method leads to significant improve-
ments on most of the key user engagement metrics as shown in
Table 5. We further compare the engagement rates of items eventu-
ally shown to users from our source with those from ComiRec. As
shown in Table 6, our approach performs better as well.
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Table 5: Results of the live A/B experiment in Kuaishou. All
the performance gains are statistically significant at 𝑝 <

0.05.

App Usage Time Likes Follows Shares Downloads

+0.096% +0.75% +1.01% +1.04% +2.40%

Table 6: Comparison between online engagement rates of
the recommended items from ComiRec and our approach.

Metrics (%) Click Rate Like Rate Follow Rate Share Rate

ComiRec 56.1 2.85 0.283 0.209
Ours 60.5 2.92 0.431 0.239

Improvement +7.8% +2.5% +52.3% +14.4%

4 CONCLUSION
This paper introduces a simple and production-proven solution to
overcome existing limitations of embedding-based retrieval meth-
ods and effectively boost their performance. Our contribution is
twofold, the divide-and-conquer approach (Section 2.2) and the
prompt-like MTL technique (Section 2.3). Extensive results in both
offline and live A/B experiments demonstrate the effectiveness of
the proposed solution.
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