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ABSTRACT
Same-style products retrieval plays an important role in e-commerce
platforms, aiming to identify the same products which may have
different text descriptions or images. It can be used for similar
products retrieval from different suppliers or duplicate products
detection of one supplier. Common methods use the image as the
detected object, but they only consider the visual features and over-
look the attribute information contained in the textual descriptions,
and perform weakly for products in image less important industries
like machinery, hardware tools and electronic component, even if
an additional text matching module is added. In this paper, we pro-
pose a unified vision-language modeling method for e-commerce
same-style products retrieval, which is designed to represent one
product with its textual descriptions and visual contents. It contains
one sampling skill to collect positive pairs from user click logs with
category and relevance constrained, and a novel contrastive loss
unit to model the image, text, and image+text representations into
one joint embedding space. It is capable of cross-modal product-
to-product retrieval, as well as style transfer and user-interactive
search. Offline evaluations on annotated data demonstrate its supe-
rior retrieval performance, and online testings show it can attract
more clicks and conversions. Moreover, this model has already been
deployed online for similar products retrieval in alibaba.com, the
largest B2B e-commerce platform in the world.
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Figure 1: The overview of the similar products retrieval plat-
form in alibaba.com, where "From more suppliers" means
the same-style products from different suppliers.

1 INTRODUCTION
Same-Style Products Retrieval (SSPR) is an important task in e-
commerce search system, with the aim to identify products which
are the same but released by suppliers with different images and
titles. It is an essential requirement for the similar products retrieval
and duplicate products detection. Specifically, buyers want to view
more of the same products from different suppliers, so that they can
find the favorite with lower price and better quality, and we should
provide this access when they are searching. While for suppliers,
they tend to deliver same products for hacking more traffic, so an
efficient duplicate products detection skill is in need to suppress
this behavior for better users’ experience and platform health.

Existing methods for SSPR mainly consider the visual attributes
such as product shape, style and color. They usually adopt an image-
to-image matching model to score the images similarity of all candi-
date products, and then select the ones whose score is greater than a
certain threshold as the same products. But these image-basedmeth-
ods overlook the textual attributes (specific mode, material, brand
e.t.c.) contained in the textual descriptions, and perform weakly
for products in image less important industries, e.g. machinery,
hardware tools and electronic component. Some supplementary
measures will adopt an additional text-to-text matching model to
further filter products with irrelevant attributes. However, suppliers
may add some unrelated keywords into the title for more exposures,
and these keywords will mislead the model to make wrong judg-
ments. Therefore, to accurately distinguish the same products, we
should equally consider the image and textual descriptions, and
utilize both visual and textual features to model the product.
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Figure 2: User-interactive search cases with proposedmodel.
Amugwith owl design + "3D frog" words can search the frog
shape mugs, and a red dress + "white" get the white dresses.

In recent years, more and more vision-language pre-training
(VLP) models [4, 6, 7, 9, 11, 14] have emerged to explore how to
align the representations of different modals. They try to map the
textual and visual features into one joint embedding space based
on the self-attention mechanism [2, 15], and achieve impressive
performance in many cross-modal tasks like text-image retrieval,
image captioning, visual question answering. However, These VLP
models mainly focus on text and image matching but pay less atten-
tion to the image+text to image+text matching for SSPR, of which
the key challenge is the alignment of image, text and image+text
presentations to reduces interference of irrelevant attributes.

To accurately represent one product with its textual description
and visual content, this paper propose an unified vision-language
representation method. It consists of three types of contrastive
loss, with the aim to reduce the representation discrepancy of the
product image, text, and image+text from different perspectives.
The integrated objective function unit combining these losses can
effectively model these three representations into a joint embed-
ding space, and make the key features involved in image and text
dominate the generation of embeddings. This method is applied
in the fine-tune stage, and can easily adapt to various VLP models
with less burden. In addition, In order to collect enough data to
train an effective model, we also propose an intuitive training data
sampling technique, which can gather high reliable positive pairs
from user click logs by constraining categories and relevances.

We execute extensive offline evaluations on annotated same-
style data for product (image, text, image+text) to product (image,
text, image + text) retrieval, and the significant performance boosts
demonstrate the proposed method’s effectiveness for cross-modal
representation. Online tests also prove that it can improve the
same-style products coverage rate, and attract more clicks and con-
versions. This method has already been deployed online for similar
products retrieval in alibaba.com, the largest B2B e-commerce plat-
form in the world, as seen in Figure 1. Moreover, it also shows the
potential for applications like style transfer and user-interactive
search (shown in Figure 2).

2 METHOD
2.1 Query-Item Click Graph
For training an effective model to retrieval the same-style products,
one primary shortcoming is the lack of high-reliable training data.
Because the manual annotation samples are accurate but expensive,
while online available data is noisy and can not cover all categories.

Here we collect reliable samples from user query-item click log, and
impose category and relevance restrictions to ensure the accuracy
of data. This sampling skill is based on a basic cognition that the
query reflect user’s intents and their click behaviors indicates their
attention to different products. Two samples with deeper click level
in the same query should have higher similarity.

In alibaba.com, the user’s click behavior can be divided into 5
levels: page-click (𝑐) ≤ add-to-cart (𝑎) ≤ contact-supplier (𝑠) ≤ order
(𝑜) ≤ pay (𝑝). We construct the query-item click graph with query
nodes containing the search texts and the item nodes composed of
<image, title, keywords, brand>. Then we use the sum of different
click level scores as weight to build a co-clicking edge between
query 𝑞𝑖 and item node 𝑐𝑖 pairs. Click level score is represented as
a coefficient 𝝀 multiply the click number and final weight is:

𝑊𝑒𝑖𝑔ℎ𝑡 = 𝜆1𝑐𝑛𝑡𝑐 + 𝜆2𝑐𝑛𝑡𝑎 + 𝜆3𝑐𝑛𝑡𝑠 + 𝜆4𝑐𝑛𝑡𝑜 + 𝜆5𝑐𝑛𝑡𝑝 . (1)

For deeper clicks, this coefficient should be set larger to alleviate
the effect of <𝑞𝑖 , 𝑐𝑖> pairs which users click by mistake.

2.2 Constrained Graph Sampling
After constructing the click graph, we use the weighted sampling
strategy to generate training samples. Specifically, we collect no
more than 4 items of one query according to the weight from large
to small, and build positive sample in pairs. In addition, we set three
constraints to ensure the sampling accuracy:

Query contains at least two words and one core keyword.
Some users have no clear search intents and will enter query with
ambiguous semantics, e.g. dress, sport shoes. These queries cover a
relatively broad category and the items clicked by users are also
scattered. So we select the query with at least two words, and one
core keyword that clearly represents the user’s needs.

Two items must be of same sub-category. E-commerce plat-
form has a hierarchical and fine-grained category structure, and one
category contains dozens of sub-categories. For example, "woman
dress" contains 20 sub-categories like "evening dress", "career dress",
"casual dress", and "casual dress". A query "red long dress with v-
neck" will retrieval items cross these categories. To collect same-
style ones, we should keep two items of same sub-category.

Image-text pairs should have high similarity. Deep click
levels limitation can not entirely guarantee that two items are
of same-style. So we compute image similarity with embedding
outputted from Resnet50 [5] and text similarity with embedding
outputted from Bert [2] for each pairs, and eliminate those pairs
with image similarity or text similarity values lower than 0.7.

After the constrained sampling, we select those pairs that contain
at least one core keyword in common as the final training samples.
This operation is also designed to reduce the sampling error.

2.3 Contrastive Loss Unit
The basic architecture of vision-language pre-training (VLP) mod-
els is usually composed of a visual embedding module, a textual
embedding module and a fusion encoder [16, 17]. Of these archi-
tectures the image is usually encoded with an off-the-shelf ResNet
[5], or Faster-RCNN [13], or Visual Transformer [3] model. While
textual embeddings are generated by dividing the text description
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Figure 3: The overview of proposed contrastive loss unit.We
mainly show the PPM construction method for brevity.

into a sequence of word tokens and then fed into one transformer
model [1, 2, 10]. Then an encoder will fuse both embeddings to
create a contextual interacted multimodal representation.

As for the training objectives, common VLP models use im-
age+text contrastive loss (ITC) to align the embedding space of
text and image, while adopt binary classification image+text match-
ing loss (ITM) for learning a multimodal representation to predict
whether image and text is in pair, as well as some additional ob-
jectives like language modeling loss to enhance the embedding
learning [4, 7, 8, 12]. However, they pay less attention to the feature
alignment at the item (image+text) level.

Here we further consider how to generate one multimodal repre-
sentation used for image+text to image+text matching in same-style
products retrieval, and proposed a novel contrastive loss unit acting
in the fine-tune stage. It contains three types of objectives: prod-
uct to product matching losses (PPM), product self-distinctiveness
losses (PDC) and product locality consistency losses (PLC). They
are designed to learn a cross-modal aligned representation from
different perspectives, and all contribute to model image, text, and
image+text into one joint embedding space.

Given an item-item pair of same-style, we take the left item as
trigger item 𝑡𝑖 , and the right item as recall item 𝑟𝑖 , where the sub-
script 𝑖 indicates the 𝑖-th pair in dataset. The multimodal image+text
embeddings 𝑡𝑚

𝑖
, 𝑟𝑚

𝑖
are the average of all embeddings of the last

layer. The single image visual embeddings 𝑡𝑣
𝑖
, 𝑟 𝑣

𝑖
and textual em-

beddings 𝑡𝑡
𝑖
, 𝑟𝑡
𝑖
are the average of corresponding embeddings of the

last layer, with the masked text description and image are replaced
with the all-zero sequences to simulate single modal inputs. Finally,
all these embeddings are normalized.

Product to product matching losses (PPM). This objective
aims to align the representations of trigger item and recall item
into one joint embedding space. We assume that if two items are of
same-style, the multimodal image+text embeddings of one should
have the high similarity to the other. Furthermore, the image, text
description (text, keywords, brand, e.t.c) of the trigger item should
also be aligned to the multimodal embeddings of the recall item,
making the key features involved in image and text dominate the
generation of embeddings.

Specifically, during fine-tuning stage, each items <𝑡𝑖 , 𝑟𝑖> of same-
style are taken as positive sample pair, while the trigger item 𝑡𝑖
and recall item 𝑟 𝑗 from other trigger item in the same batch com-
bine the negative sample pair <𝑡𝑖 , 𝑟 𝑗>. We compute the similarity
score between three embeddings of trigger item and image+text
embeddings of the recall item as the follows:

𝑠𝑚↔𝑚
𝑖 𝑗 = 𝑡𝑚𝑖 · 𝑟𝑚𝑗 , 𝑠𝑣↔𝑚

𝑖 𝑗 = 𝑡𝑣𝑖 · 𝑟𝑚𝑗 , 𝑠𝑡↔𝑚
𝑖 𝑗 = 𝑡𝑡𝑖 · 𝑟

𝑚
𝑗 . (2)

Then we use hinge loss to guide item pairs of same-style to have
greater similarity values compared with those of different styles:

𝐿𝑃𝑃𝑀 =
1
𝑁 2

∑︁
𝑖

∑︁
𝑗

1
3
[𝑚𝑎𝑥 (0, 𝛼1 (1 − 𝑦𝑖 𝑗 ) + 𝑠𝑚↔𝑚

𝑖 𝑗 − 𝑠𝑚↔𝑚
𝑖𝑖 )

+𝑚𝑎𝑥 (0, 𝛼1 (1 − 𝑦𝑖 𝑗 ) + 𝑠𝑣↔𝑚
𝑖 𝑗 − 𝑠𝑣↔𝑚

𝑖𝑖 )
+𝑚𝑎𝑥 (0, 𝛼1 (1 − 𝑦𝑖 𝑗 ) + 𝑠𝑡↔𝑚

𝑖 𝑗 − 𝑠𝑡↔𝑚
𝑖𝑖 )],

(3)

where 𝑁 is the batch size, 𝛼1 is the margin value. It lets cross-modal
embeddings of positive pairs be closer than those of negative pairs.

Product self-distinctiveness losses (PDC). PDC is designed to
ensure that three modal embeddings of one item should have the
smaller distance than the multimodal embeddings between trigger
item and recall item. In other words, the similarity values between
𝑡𝑣
𝑖
, 𝑡𝑡
𝑖
and 𝑡𝑚

𝑖
should larger than those between 𝑡𝑚

𝑖
and 𝑟𝑚

𝑗
.

𝐿𝑃𝐷𝐶 =
1
𝑁 2

∑︁
𝑖

∑︁
𝑗

1
2
[𝑚𝑎𝑥 (0, 𝛼2 + 𝑠𝑚↔𝑚

𝑖 𝑗 − 𝑠𝑣↔𝑚
𝑖𝑖 )

+𝑚𝑎𝑥 (0, 𝛼2 + 𝑠𝑚↔𝑚
𝑖 𝑗 − 𝑠𝑡↔𝑚

𝑖𝑖 )],
(4)

where 𝛼2 is the margin value. This objective is similar to PPM, but
it is one effective way to reduce representation discrepancy of three
modals from another perspective.

Product locality consistency losses (PLC). PLC tries to align
the embedding of image, text, and image+text to reduces interfer-
ence of irrelevant attributes. That is, three normalized embeddings
of one trigger item should be as consistent as possible. It can be
described as the mean square error (MSE) of the similarity values
𝑠𝑚↔𝑚
𝑖 𝑗

, 𝑠𝑣↔𝑚
𝑖 𝑗

, and 𝑠𝑡↔𝑚
𝑖 𝑗

should smaller than a certain value:

𝐿𝑃𝐿𝐶 =
1
𝑁 2

∑︁
𝑖

∑︁
𝑗

1
3
[𝑚𝑎𝑥 (0,−𝛼3 + (𝑠𝑣↔𝑚

𝑖 𝑗 − 𝑠𝑚↔𝑚
𝑖 𝑗 )2)

+𝑚𝑎𝑥 (0,−𝛼3 + (𝑠𝑡↔𝑚
𝑖 𝑗 − 𝑠𝑚↔𝑚

𝑖 𝑗 )2)

+𝑚𝑎𝑥 (0,−𝛼3 + (𝑠𝑣↔𝑚
𝑖 𝑗 − 𝑠𝑡↔𝑚

𝑖 𝑗 )2)],

(5)

where 𝛼3 is the margin value. This computation is relatively large,
and we can compute only top 10 pairs for each trigger item, where
the rank list is arranged according to 𝑠𝑡↔𝑚

𝑖 𝑗
from large to small.

So the total loss is formulated as follows:

𝐿𝑡𝑜𝑡𝑎𝑙 =
1
3
(𝐿𝑃𝑃𝑀 + 𝐿𝑃𝐷𝐶 + 𝐿𝑃𝐿𝐶 ), (6)

As a side note, the pairs in the same batch should keep the same
sub-category but belong to different same-style. This operation
drives the model to focus on hard samples, and learn the fine-
grained difference between styles.

3 EXPERIMENTS
In this section, we conduct comprehensive evaluations on annotated
same-style data offline and A/B test online to verify the feasibility
of proposed method.

Dataset.We collect a large scale of training samples from user
click log by the sampling skills detailed above, with the coefficient
𝝀 set as (1,2,2,5,5). It contains 4 million trigger-recall item pairs
of 20 industries and 4000 sub-categories. Since there is no public
evaluation data, here we collect 5196 manually annotated pairs
covering 15 industries and 973 sub-categories for the offline testing.
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Table 1: Comparison with different methods on manual an-
notated data. R@n is the abbreviation of Recall@n

.

Method MRR R@1 R@5 R@10 R@20

base t-t 0.5454 0.4744 0.6407 0.6938 0.7404
eSSPR t-t 0.6428 0.5597 0.7485 0.8174 0.8761

base v-v 0.8620 0.8389 0.8905 0.9121 0.9284
eSSPR v-v 0.9027 0.8784 0.9355 0.9511 0.9675

eSSPR m-m 0.9197 0.8870 0.9619 0.9761 0.9879

Table 2: Ablation experiment results of different losses with
same inputs. R@n is the abbreviation of Recall@n

.

Loss MRR R@1 R@5 R@10 R@20

𝐿𝑏𝑎𝑠𝑒 [4] 0.8915 0.8582 0.9342 0.9542 0.9654
𝐿𝑃𝑃𝑀 0.8935 0.8543 0.9463 0.9646 0.9779
𝐿𝑃𝑃𝑀+𝑃𝐷𝐶 0.9065 0.8730 0.9524 0.9695 0.9801
𝐿𝑃𝑃𝑀+𝑃𝐿𝐶 0.9131 0.8784 0.9596 0.9761 0.9852

𝐿𝑡𝑜𝑡𝑎𝑙 0.9197 0.8870 0.9619 0.9761 0.9879

Implementation details. We use tiny FashionBert (L2-H128-
A6) [4] as the base pre-trained model. It is an economical and
efficient model and have been online applied in the item recall stage
of many search platforms. The image is split into 4× 4 patches, and
passes through ResNet-50 to generate 16 tokens. The maximum
text sequence length is set to 50 with the special [CLS] on the head,
so the total token length is 66. Learning rate is set as 3e-4, the batch
size is 256 and the margin values 𝛼1,2,3 is set as (0.3, 0.2, 0.052). All
the evaluated models are trained within 5 epochs and we adopt the
early-stopping strategy.

3.1 Offline evaluation.
For the fair comparison with same model structure and parameters,
we fine-tune two baseline models with only image (base v-v) and
text (base t-t) as the inputs while the corresponding objectives are
set to be image-image and text-text hinge loss, then use the outputs
(visual embeddings, textual embeddings) of trigger and recall items
to compute the similarities. We abbreviate the proposed model as
eSSPR for short. eSSPR v-v / t-t / m-m denote that we fine-tune
pre-trained model with image + text as the inputs and 𝐿𝑡𝑜𝑡𝑎𝑙 as
the loss function, and we compute the similarities with only image,
only text and image+text as the inputs to generate corresponding
embeddings. For all evaluations we adopt Mean Reciprocal Ranking
(MRR) and recall@K as the metrics, which are widely used in search
and recommendation systems. All data presented are the average
values of the metrics for all testing pairs.

The results are shown in Table 1, we can see that eSSPR m-
m outperforms two baseline method with large improvements,
demonstrating the effectiveness of the proposed unified vision-
language representation method. Furthermore, even if we only
use unimodal features (text or image), the model eSSPR t-t (v-v)
achieves a higher performance than base t-t (v-v), which proves

that the contrastive loss unit contributes to make the key features
involved in image and text dominate the generation of embeddings.

In order to verify the feasibility of proposed loss unit, we provide
additional ablation experiments, which are exhibited in Table 2. The
𝐿𝑏𝑎𝑠𝑒 is the hinge loss of image+text embeddings for trigger items
(𝑡𝑚
𝑖
) and recall items (𝑟𝑚

𝑖
). We find that 𝐿𝑃𝑃𝑀 have the better perfor-

mance than 𝐿𝑏𝑎𝑠𝑒 . Combined with the results of unimodal models in
Table 1, we believe that 𝐿𝑃𝑃𝑀 can make the representation of image,
text and image+text mutually enhance each other. 𝐿𝑃𝑃𝑀+𝑃𝐿𝐶 and
𝐿𝑃𝑃𝑀+𝑃𝐷𝐶 improve MRR and recall rate significantly, and 𝐿𝑡𝑜𝑡𝑎𝑙
achieves the best results among them. These comparisons verify
the contrastive loss unit is capable of boosting the performance
substantially.

3.2 Online Experiments.
We lauched the proposed model in our similar products retrieval
platform, which is used in the search, homepage recommender
and you-shopping-history recommender modules in alibaba.com
(shown in Figure 1). We compare the experimental performance of
SCR (same-style products coverage rate), CTR (click through rate)
and CVR (average conversion rate) before and after the launch. As
shown in Table 3, the SCR, CTR and CVR metrics increase +64.9%,
+2.51%, +2.31% respectively. The results verified that the proposed
unified vision-language representation method can attract more
clicks and conversions for increasing the industry revenue.

Table 3: Online results for A/B testing

.
SCR CTR CVR

+64.9% +2.51% +2.31%

More cross-modal retrieval results, the annotated testing data
cases, corresponding codes and the application demo of proposed
methods in alibaba.com are attached in the appendix. All of them
will be released to public through the official repository, as well as
the adaptive testings for modern dual-stream models like CLIP [12]
and Align [8].

4 CONCLUSION
Same-style products retrieval (SSPR) provides one channel for users
to compare more same products with lower price or higher qual-
ity. To identify the same products which may have different text
descriptions and images, we proposed a unified vision-language
representation method for same-style products retrieval. It contains
a reliable training samples construction technique, and a novel
contrastive loss unit acts in the fine-tune stage to model the prod-
uct image, text, and image+text representation into one joint em-
bedding space. Extensive experiments on offline annotated item
pairs demonstrates its superior performance for the same prod-
ucts retrieval. Online testings have verified that it can attract more
clicks and conversions in the similar product recommendation in al-
ibaba.com. In the further, we will focus on its extended applications
likes style transfer and user-interactive search, and also study how
to make the more fine-grained alignment of multimodal features
for e-commerce platform.
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