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ABSTRACT
Conversational agents such as chatbots have emerged as a useful
resource to access real-time health information online. Perceptions
of trust and credibility among chatbots have been attributed to
the anthropomorphism and humanness of the chatbot design, with
gender and race influencing their reception. Few existing studies
have looked specifically at the diversity of chatbot avatar design
related to both race, age, and gender, which may have particular
significance for racially minoritized users like Black older adults.
In this paper, we explored perceptions of chatbots with varying
identities for health information seeking in a diary and interview
study with 30 Black older adults. Our findings suggest that while
racial and age likeness influence feelings of trust and comfort with
chatbots, constructs such as professionalism and likeability and
overall familiarity also influence reception. Based on these findings,
we provide implications for designing text-based chatbots that
consider Black older adults.

CCS CONCEPTS
• Human-centered computing → HCI design and evaluation
methods; User studies; Empirical studies in accessibility; •
Social and professional topics→ User characteristics; Race
and ethnicity; Cultural characteristics.
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1 INTRODUCTION
Online access to information is a well-known challenge in health
maintenance for those who are historically oppressed or technol-
ogy novices such as Black older adults [72, 79, 81]. Research across
various information and communication fields has sought to un-
derstand what impacts users’ willingness to use online health in-
formation resources. More recently HCI research has begun to
address how certain embodied conversational agents (ECAs) such
as text-based chatbots with computerized characters might support
health information seeking among groups that experience barriers
to information [16, 37]. For one, chatbots can serve as a financially
cheaper/accessible resource for participants from lower socioeco-
nomic backgrounds [67] as they are often embedded into existing
websites or apps and don’t require buying a stand-alone device. Sec-
ondly, researchers suggest that chatbot interactions have very little
barrier to entry since many users have familiarity with messaging
interfaces [32].

Recent studies have explored the utility of ECAs and text-based
chatbots for online information, identifying the needs of marginal-
ized groups such as older adults [60, 63] and racial minority groups
[37]. From these studies, chatbots have been proven to be effective
both at improving conversational dynamics and presenting instant
information among these populations [37, 40]. Chatbots have also
been proven to be effective in increasing conversation time among
older users, albeit there was a shortness in the length of messages
compared to human conversations [29]. Chatbots are thus an appro-
priate tool for simple and repeating conversations with older adults
and may make routine tasks like online health information seeking
more seamless. With particular importance to healthcare, chatbots
also show promise to increase information seeking and exchange
among individuals with lower health literacy [10, 50]. Researchers
have also explored the use of chatbots to better understand patient
needs prior to healthcare interactions with medical professionals
[38], finding that study participants preferred chatbot interactions
due to them being more understandable than traditional pre-visit
surveys.

As this area of study grows in HCI, we are also beginning to
see discourse around appropriate design features in the embodi-
ment of conversational agents and chatbots. Previous work has
looked at concepts such as anthropomorphism [10, 16] and human-
ness [55, 56] as ways to measure the likeness of embodiment in
chatbot characters and link this with a person’s willingness to in-
teract with these AI systems. Much of this work suggests that these
constructs are critical factors to a user’s perceptions of and experi-
ence with a chatbot, thus expanding the considerations designers
should have when creating them. Among these considerations are
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how chatbots personify and negotiate with race and gender both in
design features and in language reception. There is much debate of
chatbots or other AI systems being human-passing by embodying
more realistic characteristics of skin-tone, age, gender, and other
distinguishable facial features [76]. On the one hand, increased hu-
man likeness is linked to also increasing the reception of chatbots
and ECAs. On the other hand, scholars suggest that assigning race
and gender to chatbots does not just ascribe personality but it also
engages how race and gender are their own technologies. Teresa de
Lauretis [41] first suggested gender as technology by stating that
gender is constantly being reproduced in every aspect of our society
and thus assigns its own cultural codes. Race on the otherhand is
mechanized as ’otherness’ when it is not the default of whiteness,
and thus becomes its own social technology [76]. Racial identity
in technology has been framed as a “carefully crafted, historically
inflected system of tools”, and thus are a matter of social discourse in
the emergence of new technological platforms [17]. As such, there
is a need to contend with the depiction of race, gender and even
age in the human likeness and anthropomorphism of chatbots and
ECAs.

Many Black older adults may not have familiarity or experience
with text-based chatbots as a technology, thus there is a need to
identify the perceptions of these systems as potential health infor-
mation seeking resources, and whether or not the design of racial,
gender, or age features will impact these perceptions. As a first step
to establishing this research area, we engaged 30 Black older adults
from lower-income neighborhoods in a diary and interview study
to interact with text-based chatbots for health information seeking.
Our study explored the impact of varying the identity of text-based
chatbot characters on factors of trust, credibility, and comfort in
asking health-related questions among Black older adults. The goal
of this study was to understand the types of questions participants
would feel comfortable asking, their opinions of these technologies
for health information seeking, and their perceptions of chatbot
character identity. Using paper health diary probes deployed over a
5-day period, we sought to address the following research questions:

(1) What are Black older adults’ perceptions of text-based chatbots
with embodied characters for health information seeking?

(2) What types of health-related questions are Black older adults
comfortable searching with chatbots?

(3) Which aspects of the chatbot’s character design impact credi-
bility and trust of the system?

(4) How does the racial, gender, age, or professional identity of
the chatbot character impact these perceptions? Does common
identity increase likelihood of use?

In this paper, we discuss the outcomes of a diary and interview
study with 30 Black older adults that reveal their thoughts and
experiences related to text-based chatbots for health information
seeking. We contribute to existing research on culturally-tailored
ECAs [9, 10, 24, 37, 64] by highlighting the importance of relatabil-
ity and professionalism in chabot characters to potentially mitigate
hesitancy to engage with chatbots among marginalized communi-
ties. In addition, we discuss how past experiences using chatbots,
racial historical contexts of health care, and aversions to technol-
ogy intertwine and influence Black older adults’ perceptions of
text-based chatbots.

2 RELATEDWORK
Across HCI literature, conversational agents (CAs) are defined as
programs that deliver interactive text-based dialogues that fall into
multiple categories including speech-based (Siri, Cortona) or text-
messaging based (Google Assistant) [32, 54]. More specifically, em-
bodied conversational agents (ECAs) are those that feature em-
bodiment used to communicate with the user [15], providing face-
to-face interaction that may have particular value in healthcare
interactions [73]. Many studies have used the term “conversational
agent” synonymously to encompass both speech-based and text-
based agents. The term “chatbot” can be defined as an overarching
term meant to refer to either speech-based or text-based bots per-
sonified through social media, digital assistants, or stand-alone
websites such as retail shopping, medical, or therapeutic sites [76].
We distinguish the term “chatbot” as a text-based embodied con-
versational agent where users interact with an on-screen character
through typing and reading text. In the context of our study, we will
be exploring the use of text-based chatbots with embodied charac-
ters as a form of ECAs. Thus, we situate this study by providing an
overview of HCI and design literature in the following three areas:
1- Conversational agents to help older adults navigate healthcare
needs; 2- Design features and embodied conversational agent identity;
and 3- Trust and credibility in chatbots. Because much of the HCI
and design literature has explored the feasibility of chatbots in the
larger scope of embodied conversational agents (ECAs), we discuss
both the broader and specific areas of this research.

2.1 Considering Chatbot and Conversational
Agent Use Among Older Adults

Prior work has explored how CAs as a broader area of technology
can be used to aid older adults in navigating their healthcare and
well-being [4, 10, 50, 53], proposing many benefits to managing
health in the home [69]. Yet, for many older users, conversational
agents are still considered a new and growing domain. Pradhan et al
found that when exploring speech-based conversational agent use
among older adults, health was the most frequent topic explored
and that some participants would trust any information received
from the voice assistant, whereas others wanted to verify the in-
formation they received by a second source [60]. In this 3-week
study conducted with 7 older adults using Amazon’s Echo Dot,
use of features to support memory (e.g. timers) were low which
researchers determined was due to participants’ attempts to use
complex commands, memory of specific voice commands and the
discoverability of specific voice commands [60]. According to Jain
et al’s 2018 study [19], 84% of internet users have not used a CA, a
finding that is influential on the understanding and usability first
time CA users have. Findings from their study concluded that in
order for CA design to evolve there must be clarification of their
capabilities and proper handling of dialog failures [32]. Aspects
such as these are detrimental to the ability of older novice users to
adopt and sustain use of conversational agents.

To this end, researchers propose the need for CAs to adapt to the
evolving needs of older adults, suggesting a framework for design-
ing CAs that acknowledges different stages of health maintenance
[53]. Various studies have also pointed to the social determinants
of health that impact these evolving needs, and thus acceptance of
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these systems overall. Azevedo et al examined how text-based CAs
can be used to translate technical medical information in order to
make it easier for older patients to understand health information
[4]. Among the main takeaways of this study were the influence
of participant age and health literacy on the potential benefit of
CA use, a point that is also touched on in Bickmore et al’s study
centered on explaining medical documents to patients with low
health literacy [10].

Populations more novice to technology such as many subsets of
the older adult population are less likely to benefit from healthcare
technological advances due to lower proficiency with, and access
to newer technology [33]. In previous studies such as Azevedo
and Bickmore’s work, many older adults with lower health literacy
scores reported feeling more supported when talking to doctors
face-to-face, oftentimes also citing mistrust of new technology or an
inability to find health information online [10, 50]. Because partici-
pants with low health literacy were found to experience difficulty
understanding health information, Bickmore et al established text-
to-speech ECAs as a proposed solution to explain health topics in
a more palatable platform that resembles face-to-face interaction
[10]. Although older adults have been found to be more receptive
to realistic agents that might resemble this face-to-face interaction
(e.g. agents with realistic facial expressions and gestures), most
studies have used mainly white and eurocentric looking ECAs as
examples [4]. Additionally, work in this space has primarily focused
on mostly white participant samples; a gap that can be explained
by deployment contexts and eligibility criteria. Although CAs have
been shown to be a helpful tool to help older adults navigate various
needs related to their well-being, little work has explored the use
of racially diverse CAs more broadly, nor have they been explored
as an intervention among diverse samples of participants [4, 53].
Incorporating CA identity in this space could be helpful in engaging
Black and Brown older adults who might not see such representa-
tion in their real life health care settings.

Contextualizing CAs as a potential resource for health informa-
tion seeking among different subgroups of older adults, prior work
suggests that racially minoritized groups utilize internet-based tools
for health information less than other groups; a factor that can be
attributed to internet access, computer access, and knowing how to
use technology [50]. More recent work has built on this by looking
at socioeconomic status and race, and the impact it had on the
access these groups have to online health information resources
[20]. Groups at the intersection of lower socioeconomic status and
racial minority often face a lower likelihood of using technology
for health information in general [20], tying into findings from
the Pew Research Center that found that older adults seem to be
using smartphones at a higher rate, they still are falling behind
when it comes to overall technological use [3]. Overall, general
unfamiliarity with CAs coupled with a history of low online health
information seeking has proved to be influential in how older adults
interact with and trust CAs. Acknowledging the different factors
that go into improving familiarity of CAs among more novice users
such as older adults might be instrumental in increasing their use,
particularly among racially minoritized groups.

2.2 Gender, Race & Identity in Chatbot
Reception

Racially minoritized communities face unique experiences navigat-
ing healthcare settings as a result of historically documented bias
and discrimination [35, 77]. Given this, there is value in understand-
ing how these communities view technologies such as chatbots and
ECAs that are meant to either interface with healthcare providers
or be used in place of in-person interactions. There is a question as
to whether having chatbots be designed with on-screen identities
that look like the user can be extremely influential. Because health
literacy is outlined as an existing barrier, Bickmore et. al [10] iden-
tified that using a text-to-speech embodied translation CA among
racially minoritized communities may make health information
more accessible; and while this method proved to have a positive
impact on participants, cultural and linguistic tailoring were also
named as constructs to consider.

O’Leary et al explored similar constructs through a 2-year partici-
patory design study with predominantly Black church communities
[58]. Findings from this study outline the importance of not just de-
signing text-based CAs of varying skin tones but also incorporating
cultural factors into the design process, and working with partic-
ipants through co-design methods to gain insight on design best
practices for text-based chatbots [37]. While participants in this
study found comfort in the CAs that “established solidarity” and
understood “religious concepts and scripture”, they acknowledged
that their age, level of engagement in the church and their dress
attire might influence how they perceive the CA [58]. More specifi-
cally, participants found that they formed a greater connection with
CAs that shared their spiritual interests or spoke their “spiritual
language” [58]. Similar work by [21] examining cultural specific
behaviors acknowledges cultural differences in the use of speech-
based CAs, further suggesting a correlation between identity and
perceptions of CA design.

Prior work has also explored anthropomorphism among virtual
and conversational agents. McDonnell et al [48] pointed to how
realistic vs. cartoon virtual humans are perceived, and found that
participants’ reactions vary based on rendering styles. Conversa-
tional agents’ appearance can also be deemed as “more” or “less”
appropriate for healthcare settings; in addition to the observation
that text-based CA appearance can influence how “friendly” or
“likable” they are perceived [64]. Work by Ring et. al, utilized Ama-
zon’s Mechanical Turk to display various 3-D animations to users
manipulating rendering style and character proportions. Results
showed that participants viewed CAs to have a higher level of
‘friendliness’ when they appeared more cartoonish, but seemed to
attribute realistic ECAs to being “more professional”- associating
these renderings to perceptions of healthcare providers [64]. This
work supported the claim that when deploying CAs across various
domains, acknowledging context is important; as what might work
best in a purely medical domain might not be as impactful in other
settings [58, 64]. In particular, the deployment of CAs that fit the
needs of a particular demographic resulted in racially minoritized
groups being left out [58]. The observed lack of diverse racial de-
mographics of participants impacted the quality of conversational
agents and the level at which racially minoritized communities
found them relatable. Thus, anthropomorphism and personality
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are critical factors that impact how users perceive and experience
a chatbot or ECA [16]. Additionally, work done around the effects
of chatbot attire found that professional attire and settings associ-
ated with a doctors office can increase participant trust, supporting
this idea that anthropomorphism is an important aspect of user’s
perception of chatbots [59].

As HCI moves to discuss the implications of race in technology
more [24, 57, 65, 68], we are also beginning to see conversations
emerge of how race, class, and gender affect our relationship with
ideas about emerging technology such as chatbots, conversational
agents and AI [76]. Prior work of Vorsino [76], Schlesinger et al
[65], and [57], have explored the implications of race and gender
personification in reception of chatbots. For instance, female chat-
bots have been found to be taken less seriously and receive more
vitriol and harassment [76]. Marino also notes that chatbots that
are given racial identity are exposed to “particular racial readings”
including “abuse and innuendo” [46]. Vorsino suggests that assign-
ing race and gender to chatbots does not just ascribe personality
but engages how race and gender are there own technologies [76].
Schlesinger, Hara, and Taylor suggest it important to contend with
race in the design of chatbots by considering who’s words we are
learning from and what do chatbots understand as language [65].
Thus there is value in exploring the representation and resulting
reception of these constructs, particularly around tasks that are
deemed as critical as health information seeking.

There is less literature on the reception on the age of ECA char-
acters on general or even older adult perception. In a systematic
review of design features of embodied conversational agents [73],
Stal et al highlight that there is no conclusive research on age pref-
erence of ECAs among older adults and more research is needed
[73]. In one study, younger agents were preferred over older agents
[78] while in another study participants preferred agents of the
same age or older [2]. There are no known studies that have ex-
plored both age, gender, and racial preference of ECAs among the
older adult population and how this might contribute to trust and
credibility of information.

2.3 Trust and Credibility in Chatbots
Certain demographic groups still exhibit some hesitancy using
ECAs and chatbots as a main source of information, citing lower
feelings of trust or credibility associated with these platforms. There
is general mistrust around chatbots on the basis of unfamiliarity,
a point that is drawn on in Zierau et al’s study conducted with 60
participants that looked at how the design of AI/text-based chatbots
influences user perception in the context of loan applications [82].
Findings from this work attributed trust to CAs user interface type
and found that higher anthropomorphism is influential on user
trust [82]. Trust has also been associated with the level of risk that
was involved in interacting with the chatbot [1]. Findings from a
survey response donewith 124 adult members of consumer platform
Elisa Raati found that participants had major concerns surrounding
information security and task accuracy [1] a similar sentiment felt
by users in Mozafari’s study conducted with 201 participants (45%
female with an average age of 38 years) who reported feelings of
low security when faced with the decision of having to rely on text-
based chatbots making high criticality decisions [1]. High criticality

decisions were influential on participant trust, especially among
racially minoritized communities.

Jensen et al’s work establishes that anthropomorphism in CAs
through ECAs is linked to increasing user trust and acceptance
[34]. This study explored how agent appearance influenced user
perceptions of and reliance on an automated teammate, finding
that agent appearance did not significantly influence trust appro-
priateness (defined as the degree to which perceptions of reliability
match actual capability), but it did influence perceptions of trust-
worthiness. This and many other studies suggest that trust in AI
and automation-based systems is associated with the perception
of humanness of the system [56]. In fact, Nass [56] asserts that
the success of conversational systems and those that use Natural
Language Processing is actually predicated on making machines
that can communicate like humans, and that social responses occur
due to a computer possessing a certain amount of social cues such
as using words for output [55]. Morkes, Kernal, and Nass also indi-
cate that the degree of the social response elicited by a computer
depends on the degree to which human likeness is perceived [52].
However further research is needed to explore how we operational-
ize ‘humanness’. This humanness may not just be predicated on
facial features however, but those features and attributes that also
add to the holistic humanity of a character or embodied conversa-
tional agent such as cultural knowledge, perceptions of friendliness
of empathy, or professional title in the case of health.

Establishing relationships with participant’ communities has also
been found to have an impact on feelings of trust and perceptions of
credibility. In a codesign study with 31 Black and Hispanic women,
researchers worked to generate a chatbot and contraception aware-
ness campaign, finding that involving local women as well as social
media influencers had a notable impact on the public’s perceptions
and credibility of the campaign as well as the CAs themselves [12].
Similarly, Mendez et al’s study explores perception and trust by
examining text-based chatbot’s efficacy with racially minoritized
doctoral students. Results from their study found that the establish-
ment of trust was built off of the relationship developed between
the participant and the chatbot [49], and that overall user satisfac-
tion aligned with perceived trust of the content being presented to
them. Community involvement with chatbots more broadly seemed
to positively impact the trust minoritized communities had; espe-
cially if the tool served as a means to uplift or positively impact
participants [58]. Older adults in comparison have been noted to
base their trust of platforms such as ECAs and text-based chatbots
on their prior technology experiences [43], and that these experi-
ences also impact the values they associate with technology such
as the need for it to be friendly or likeable [6]. Thus, there is a
need to explore constructs of trust and credibility in text-based
chatbot engagement among racially minoritized communities to
build meaningful relationships with participants.

3 METHODS
3.1 Study Overview
We conducted a diary and interview study to understand Black
older adults’ perceptions and experiences with various online health
information seeking resources, specifically looking to understand
how they asked health-related questions and which resources were
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Figure 1: Florence Desktop App Used for Participant Demo

most trusted for this type of inquiry [28]. The diary and interview
study were a part of a larger research study aiming to discern
perceptions and opinions of online health information resources
with varying modalities of interaction. To address our research
goals of the larger research study, participants were presented with
websites, text-based chatbots, and speech-based conversational
agents [28]. In this paper we present an analysis of the 5-day diary
study and the accompanying follow-up interview to address our
research questions related to text-based chatbots.

At the beginning of our study protocol, we held an on-boarding
session to collect background demographics including age, educa-
tion, socioeconomic status, health status, and frequency of health
communications both with and without technology. We also col-
lected participants’ prior exposure to and use of conversational
agents and chatbots. At this time, we introduced participants to the
concept of online health-information seeking and introduced the
diary study. As a part of this introduction, we explained what each
resource was by showing web pages of each site or resource and
walked participants through how to ask a health-related question
of the resource. For the chatbot in particular, participants briefly
interacted with ’Florence’, an online personal health assistant in
the form of a chatbot that helps its users to manage their health
and wellness via text-based chats1. Participants were instructed
to ask any sample question they wanted of the Florence desktop
interface to understand the interaction of typing questions and
getting immediate responses prior to doing the diary study (see
Figure 1).

3.1.1 Diary Study. We designed a physical paper diary with mock-
ups of various resources that participants would be engaging with

1https://www.florence.chat/

during the diary study: online websites commonly used to search
for health-related terms or questions (e.g. Google search engine,
local hospital portal websites, the CDC website, and then websites
like Mayo Clinic and WebMD); speech-based conversational agents
(or mobile voice assistants) such as Siri or Google Assistant; and
a text-based chatbot that may appear on an online health website
(see Figure 2). Physical paper-based diaries have been used in HCI
research to capture daily thoughts and activities and to self-report
questions and symptoms related to health [14, 18]. Our aim was to
capture questions through a method that these older adults might
feel comfortable with based on previous research with this group
that identified health journals to capture and communicate ques-
tions and symptoms as a health priority [27]. Thus, we created a
physical paper diary and avoided any technology-based platforms
to capture information.

Diaries featured space for participants to share stories about a
time where they have used the resource in the past and what they
used it for, an evaluation of how likely theywere to use this resource
for health information seeking, and a space for participants to list
health-related questions that they might ask that resource (see
Figure 3b). Chatbots appeared on Day 5 as a medical professional
on a health website intended to answer health-related questions,
similar to Florence (see Figure 3a).

Each participant was randomly assigned to one of four different
representations of a chatbot character (see Figure 4): 1- older Black
woman; 2- younger White female; 3- older White male; 4- younger
Black male (see Figures 4a, 4b, 4c, 4d). Racial identity, gender, and
age of the characters were chosen based on prior literature [46, 76].
Additionally, we varied the title of the medical professional (e.g.
’Dr.’, Nurse, Physical Therapist).
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Figure 2: Pages of Paper Diary Used in Our Study.

The diary study was explained as a 5-day activity where each day
of the diary correlated to a front and back page where participants
were asked to write down their experiences with each of the health-
information resources presented, and then list any health-related
questions that they would feel comfortable asking that particular
resource. Participants were instructed to go online via computer or
mobile phone to interact with each of these resources that they were
introduced to during the onboarding. Participants were provided
with their own Google Drive folder to upload pictures or scans of
their diary pages for review by the research team prior to follow-up
interviews.

3.1.2 Follow-up Semi-Structured Interviews. At the end of the five
days, we conducted follow-up interviews either in small groups
or virtually one-on-one2. During the follow-up interview, partici-
pants were asked to discuss their diary entries, including any prior
experiences they had with chatbots, and the questions they listed.
We collected perceptions of the chatbot as a health information
resource by having participants respond to an 8-item questionnaire
based on a 7-point scale where 1=Extremely unlikely; 2=Quite un-
likely; 3=Slightly unlikely; 4=Neither; 5=Slightly likely; 6= Quite
likely; 7=Extremely likely. Participants were then presented with
four search scenarios and prompted to ask questions that would
address the scenario: 1- information related to medication man-
agement, 2- symptoms of high blood pressure, 3- information on
diabetes and health diets, and then 4- anything else the participant
might want to search for. We asked follow-up questions about their
perceptions of the text-based chatbot for health-information seek-
ing, and asked to provide feedback on the design of the character
2The format of these interviews was changed from group to individual due to the
global health pandemic which required social distancing and prevented visits in older
adult living facilities

that was presented in their diary. Finally, we shared the other three
identities of the chatbot character and asked about their perceptions
of the other characters. Interviews lasted between 60 and 120 min-
utes and participants were compensated $75 cash for participating
in the study.

3.2 Participants
Participants were recruited via community partners in two Mid-
western cities through community involvement with one group
and a research registry in another [23]. In total, we recruited 34
Black older adults: 13 from Chicago and 21 from Detroit. Thirty
participants (27 female) completed the entire study from the two
locations (n=11 and n=19 respectively); 2 participants dropped out
due to lack of stable internet connectivity, and two dropped out
due to health reasons. P01-P11 were participants from Chicago, and
P19-P43 were participants from Detroit. Participant ages ranged
from 60 to 84 years old (M=72; S.D.=5.44). We asked participants
about their ownership of technologies such as computers, laptops,
and mobile phones, and the frequency with which participants
communicated with healthcare professionals about their health.
Twenty-three participants reported owning a traditional computer,
11 reported owning a tablet computer, and 27 reported owning
smartphones. Four participants reported communicating with a
healthcare professional ‘once a week’, nine participants reported
communicating with a healthcare professional ‘once a month’, and
21 reported this communication happening only ‘a few times a year’.
Six participants were unfamiliar with text-based chatbots prior to
this study, and 17 had never used them. For additional participant
demographics, see Table 3 in the Appendix.
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(a) Diary page: onscreen character

(b) Diary page: chatbot use prompt

Figure 3: Chatbot Diary Pages

3.3 Data Analysis
Interview audio files were professionally transcribed for accuracy.
Using Atlas.ti, we open-coded the 23 interview transcripts that
contained a mixture of small group and virtual one-on-one inter-
views. Guided by a grounded theory approach [71], axial coding
was used to construct themes following the study. [8, 25, 74]. As a
result of the theme groupings produced by this analysis method,
our final codebook consisted 106 participant quotations with 10
major themes. The research team met iteratively throughout data
analysis to reflect and discuss qualitative themes. Questionnaire
data was analyzed for descriptive statistics of the sample and for
initial preferences and opinions of chatbots prior to the study.

(a) Black older woman

(b) White younger woman

(c) White older male

(d) Black younger male

Figure 4: Various Chatbot Characters
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We state our positionality by detailing that our initial research
team consisted of three college-educated research scholars of var-
ious racial ethnicities who were all younger than the participant
sample. Data was analyzed by two Black, college-educated women
scholars and one White college-educated woman scholar who pro-
vided guidance on data interpretation. Two members of our original
research team have prior experience with aging research, one of
which has focused on racially minoritized older adult populations.
These backgrounds supported our analysis of how constructs of
identity impact perceptions of text-based chatbots as health infor-
mation seeking resources. We acknowledge that the first author’s
positionality as racially identifying with the participant sample
may have made participants more comfortable to share certain per-
spectives and experiences. To alleviate any potential bias stemming
from our positionality as authors, we examine our analysis and
findings against existing literature [10, 36, 37, 76].

4 FINDINGS
The goals of this study were to understand how Black older adults
asked health-related questions of text-based chatbots, and to iden-
tify the perceptions of chatbots as a health information resource.
We first discuss participant’s thoughts and experiences with chat-
bots and types of health questions asked from their diaries as a way
to contextualize perceptions and opinions of chatbot identity. We
then discuss findings from the analysis of perceptions of chatbots
as a health information resource in three major thematic areas: 1-
Perceptions of Chatbots and Health Questions Asked; 2- Comfort and
Trust with Chatbots; and 3- Relatability, Credibility and Perceptions
of Chatbot Identity.

4.1 Perceptions of Chatbots and Health
Questions Asked

We build on Kim et al’s [37] work looking at designing chatbots
to increase African Americans’ trust in health information during
COVID-19. This study is instrumental to our understanding of how
specific identities of chatbots were associated with trust, specifically
as it tied to race and personability of the chatbots [37]. Building on
these findings, we identified additional components that help us un-
derstand the needs of older Black adults who interacted with ECA’s.
Addressing our first and second research questions, we establish
initial opinions of these platforms for health information seeking,
and the specific types of questions that Black older adults would
ask. While most participants reported never having engaged with

a chatbot prior to this study, many reported on the questionnaire
survey that they felt chatbots could be an efficient health infor-
mation resource (P8, P9, P23, P27, P30, P32), echoing sentiments
from Kim et al [37] that were associated with the general Black
community. Most notably, when surveyed about their perceptions
of chatbots, items such as ‘Learning to operate a chatbot would
be easy for me’, and ‘It would be easy for me to become skillful at
asking health-related questions through a chatbot’ had the most
participant agreement (see Table 1).

As a result of prompts in the diary and follow up interviews, we
identified the types of health-related questions that participants
would ask a chatbot as: Medication Dosage/Interactions, Health cov-
erage and Insurance, Diet and Food, and Blood pressure related. Some
participant questions related to the chatbot’s capabilities as op-
posed to health questions that would be asked of the chatbot (see
Table 2). For instance, P39 wanted to know what kinds of topics
the chatbot could answer and the extent of that knowledge, and
also whether using a chatbot for health information was covered
by health insurance. Contrary to other research studies exploring
health information needs [11, 28, 47], we found that participant
questions for chatbots also appeared to be more tailored to their
specific needs, indicating a comfort with chatbots providing per-
sonalized information.

Participants discussed how chatbots could be a resource to con-
sult about everyday illnesses and things that were lower in severity
in terms of their health. For health issues that are more common
or non life-threatening, chatbots were seen as a quick resource
to access health information that would’ve otherwise required a
doctor’s visit. This was similar for participants who may not have
the mobility or financial means to see a doctor as frequently. P34
details their experience using a chatbot to answer questions about
their sinus issues in the following quote:

“I diaried about my sinus. I was having problems, but
I really wasn’t sure whether I had sinus or not. So I
used the chatbot for a response to determine if I had
the problem. And according to my symptoms using
the chatbot, it determined that some of the symptoms
included congestion, headaches, stuffy nose, fatigue,
watery eyes and all of that, which I had been experi-
encing.” - (P34)

Participant perceptions fell into two thematic areas: Familiarity
and Technology-Influenced Impressions of Chatbot Use, and Chatbot
Usability and Efficiency. One of the main constructs that emerged

Questionnaire Item Average Rating M(S.D.)
1. Using a chatbot would enable me to find out health information quickly. 5.1 (1.7)
2. I would find a chatbot useful. 5.0 (1.8)
3. Learning to operate a chatbot would be easy for me. 5.5 (1.4)
4. I would find it easy to get the chatbot to respond in the ways I want it to. 4.8 (1.5)
5. My interaction with the chatbot would be clear and understandable. 4.9 (1.6)
6. I would find a chatbot flexible to interact with. 4.8 (1.6)
7. It would be easy for me to become skillful at asking health-related questions through a chatbot. 5.4 (1.4)
8. I would find a chatbot easy to use. 4.8 (1.8)

Table 1: Participant Average Agreement Ratings
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Health Question Categories Example Questions PID

Medication Dosage/Interaction

"What is the dosage that I should be taking and how often should I take it? And also can I take it with
food, or do I have to take it on an empty stomach?"

P8

"What is this medication, and what are the dosages that are recommended for someone of my age,
weight, and ethnic group?"

P24

"What is this medication for? What is the side effects of this medication? What is the mild side effect,
and what is the aggressive side effect?"

P23

Health Coverage/Insurance "Did my insurance [cover me] at the time and [can I] have a chatbot for helpline? P39
"And also, does it cost extra? In addition to having insurance?" P39

Diet/Food
"What am I eating that I shouldn’t be eating? And if they have a list or something. Do you have a list
that I can go by?"

P26

"What, what would you suggest I cut out of my diet or put in my diet? Or what should I eat? Okay,
I’m allergic to this. What should I have instead?"

P11

"I asked, what can I do to improve my diabetes? And then I asked, what can I eat so as not to affect my
diabetes greatly?"

P6

Blood Pressure Related
"If my blood pressure is high, what are some of the symptoms I should be experiencing?" P23
"I found out that I should eat things with less salt in it. Can I eat ham or can I wash my ham or can I...
Or should I fry or bake my chicken? Is that okay for high blood pressure?"

P32

"What are some of the over-the-counter products that I could use to lower my numbers? Is it true that
dark chocolate will lower your [blood pressure] numbers?"

P23

Table 2: Examples of Diary Questionnaire Responses

was the concept of familiarity and how that influenced participants’
perceptions of usability and efficiency. Many participants discussed
their perceived knowledge of technology in general and prior ex-
periences with other conversational agents as a reason for feeling
that they wouldn’t be able to engage with a chatbot.

4.1.1 Familiarity and Technology-Influenced Impressions of Chat-
bot Use. At the onboarding of this study participants were intro-
duced to text-based chatbots through the use of Florence and several
UI mockups. During follow-up interviews, many participants ex-
pressed a hesitancy to use chatbots based on unfamiliarity and past
experience with conversational agents in other domains (i.e. Siri,
Alexa). Participants’ experiences using other search engine tools
for information seeking seemed to influence how confident they
were in using chatbots. Prior work suggests that older users in
general possess low beliefs and self-perceptions of using emerging
technologies [22, 44, 61]. P42 expounds on this by associating lack
of understanding and perceptions related to chatbots with and their
lack of experience and confidence in using Google for information
seeking:

“... the chatbot, it’s like, I really don’t know about that
because I really haven’t heard anything about it until
now. And Google, I just don’t have a lot of confidence
in doing research on computers right now, but I think
that this will help me and has helped me a little to gain
some confidence because I noticed that the younger
generation, everyone Googles everything.” - (P42)

Additionally, some participants expected that they would not
be talking to an actual human behind the chatbot and this might
impact ease-of-use. P10 describes these perceptions based on their
experiences with speech-based conversational agents:

“My experience is that it’s generally not a person on
the other end [of the system]. So it’s programmed
to answer in certain ways. And if you don’t ask the

questions the way they want to answer the question,
they’re going to answer the question that they think
you meant. So I’m not very fond of them.” - (P10)

Similar to P10, P2 shares that “all information from Google to
here [chatbot], they are all the same” - indicating that information
visibility is just as unknown in dealing with a chatbot as it is with
other online health information resources. This opinion was in
contrast with the viewpoint of P10 who stated the following:

“Yeah, see, for me, the expectation, my expectation for
a chatbot is that I’m talking to someone. I’m getting
a response to my specific question. Even if I get the
question wrong, I can refine it, and the immediacy of
it is attractive. There’s not, I don’t have that expecta-
tion with Google. My expectation with Google is I ask
the question, I get the answer, I have to infer this. I
expect some degree of understanding and personaliza-
tion. I have no expectation of personalization on the
Google side. So my reluctance to use this [chatbot] is
that if my presumption is not borne out by somebody
actually being on the other end, then they’ve negated
the whole purpose of them being there for me.” - (P10)

For P10, their expectations for a chatbot was a more personalized
and accurate result based on the desire that there is an actual human
on the other end; whereas with using a search engine they were
tasked with having to infer the accuracy of their search results. To
their understanding, communicating with a chatbot would provide
a more tailored experience since there was more back and forth
dialogue involved. Overall, participant’s past experiences using
other conversational agents resulted in mixed perceptions of the
chatbots used in this study. Even though the dialogue dynamic
may be more conducive to natural conversation style [19] and thus
getting a more clear answer, there was still reluctance due to lack
of visibility in the information source. This dimension paired with
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their understanding of technology in general influenced partici-
pants’ confidence of whether or not they would be able to properly
use the chatbot to get the information they needed.

4.1.2 Usability and Efficiency of the Chatbot. A few participants
expressed difficulty in using chatbots due to the ability to easily
make mistakes when typing into the chat box. P36 expressed a level
of precision required to engage with text-based chatbots, indicating
barriers in usability and ease-of-use that would impede them being
successful seeking health information this way:

“Well, I think I was writing a question, and then be-
cause I think ...Like it happens with me and comput-
ers, I fumbled or something, hit the wrong keystroke,
which took me out of the box that I was writing the
question [in]. I hadn’t finished it yet. So, without in-
tending to, the question I was asking went back to
[the] chatbot but it wasn’t the full question, so the
chatbot said, ’I don’t understand what you’re talking
about.’ or something like that. So, I had to go back
into the chatbot and write it down specifically what
I meant, and I had to be careful that I didn’t do the
wrong keystroke and take me out of the chat box
and send it back to them without it being completely
done correctly with all the, you know- I just had to be
careful how I wrote it so that I wouldn’t make a mis-
take, and I make a lot of mistakes online, you know,
computer-wise.” - (P36)

Although many participants felt that chatbots could be an ef-
ficient tool for quick questions such as dealing with a common
cold or illness (P3), some participants discussed perceptions of this
efficiency as being impacted by having to repeat information to the
chatbot, as noted by P22 who states: “I have to go back and forth
explaining exactly what it is that I’m searching for. If I had an actual
verbal conversation, it would be a better communication between
myself and the receiver” - (P22). Participants also expressed that the
pre-arranged nature of asking questions with conversational agents
influenced participants’ expectations of the chatbot, as exemplified
by P41 who stated:

“I use chatbots for other things other than health infor-
mation, and I really didn’t like it, it’s like a computer
giving you prearranged questions, answers. And it
was just frustrating and so I definitely wouldn’t ask
it to think about my health.” - (P41)

Similarly, P31 points out their concerns around chatbot compre-
hension stating that a participant could have “dementia or some
kind of mental disturbance” and may not realize they are not talking
to a healthcare professional (P31).

Many participants discussed wait times when using conversa-
tional agents in other aspects of their lives (P22, P36, P43), and
explained that these experiences also impacted perceptions of chat-
bot efficiency. P30 states that because “companies are tied up, they’re
not able to get to you quickly” and noted that they found using
chatbots as an advantage because “you’ll get an answer right away.”
Similarly, participants expressed difficulty staying within a certain
word count and framing questions in a way that the chatbot would
understand (P3, P22, P36, P43).

4.2 Comfort and Trust with Chatbots
We identified participant’s perceptions on trust regarding the health
information they were being presented with, as well as concerns
about how accurate the chatbot would be with their health needs.
These dimensions influenced participant’s acceptance and percep-
tions of chatbots as a health information resource. For many partic-
ipants, using a chatbot to access health information evoked feelings
of uneasiness around health information accuracy. For some par-
ticipants, their trust centered around where the information came
from; as seen by P10 who based the credibility of a source by its
approximation to their doctor: “if I’m at my doctor’s site and I know
it’s manned by my doctor or one of her nurses, then OK. And then I
trust it” - (P10). Similarly, P42 expressed sentiments around where
the source of chatbot information was coming from:

“I’m like, ‘Who programmed them?’ If these things
are so accurate, they’re gonna take over it seems like.
It’s just that it’s my mistrust. Because see, I’m not up
with time, even though I try to stay with time.” - (P42).

After expressing concerns, P42 claims mistrust as a major reason-
ing for their skepticism in using chatbots, confirming prior work in
users’ comfort with healthcare AI [42]. Because their experiences
in accessing health information may not have relied on technology,
the idea of using a chatbot as a source was not particularly priori-
tized. The concerns expressed by P42 tie into transparency, which
was another theme observed that influenced participants’ trust in
using chatbots. Many participants were already unfamiliar with the
concept of a chatbot, so not understanding where the information
was coming from resulted in more hesitation. Similarly, participants
expressed distrust in using a chatbot to access health information
due to their complex personal health needs stating that more sever
health needs were reserved for in-person medical consultations
[75]. P3 gets at this concern by stating:

“Listen, let me say something. See, you are young and
we are old. So that’s, you know, that’s the difference.
You’re used to the stuff like that... you might just have
a cold. We’ve got a thousand things going on... Well,
you know, I had this cough for three days and I want
to know, do I need to go to the doctor or should I
buy something over the counter? Whereas we will
be, I got this ache, this pain, this head, this leg, this
everything. What should I do? And then they’ll be
like, we’ll call you back in two days, because we need
to research this.” - (P3)

For many of our participants, health is a complex issue that
sometimes even professionals need time to assess. Having grown
accustomed to speaking to their healthcare providers in person
about questions or concerns related to their personal health, many
participants viewed chatbots as unreliable to answer serious health
questions. Because participants may regularly see a trusted doctor
to receive information about their health conditions, they expressed
hesitations with relying on a chatbot without first verifying infor-
mation with their healthcare provider. More specifically, there was
an assumption that the participant would need to “dumb down”
their questions for the chatbot to understand.

Participants’ hesitation to use chatbots stemmed from informa-
tion visibility and perceptions of complex health needs. Lack of



Black Older Adults’ Perceptions of Chatbot Design for Health Information Seeking CHI ’23, April 23–28, 2023, Hamburg, Germany

personalization also seemed to influence participant privacy con-
cerns as discussed by P5:

“When you go to the bank or the ATM, you know, they
got tellers in different towns and stuff that you can
visit and see, but that’s your money, you know, and
you put in your serial number for nothing. But when
you go to a chatbox, you don’t even have a special
code or nothing. It’s just that, that’s the difference.
So if you don’t have a password, you know, if you
had a password to go into this box, I go to [a neigh-
boring] Hospital when I had my surgery and I’ve got
the patient portal you asked about. I had that to get
my tests and whatever, my results, but at least I had a
password. And plus it ain’t no privacy because, you
know, when you talk to the physician there’s privacy,
with these you can’t, like you just said when we come
in, what we say among ourselves is private.” - (P5)

For P5, their experiences accessing sensitive (e.g. ATM banking)
information involved security measures put in place to protect
their information and not seeing these same security steps with
chatbots made them uneasy. In addition to this, the information
they were sharing with their physician was deemed sensitive health
information, which added an extra layer to their privacy concerns.
P3 echoes these views by stating: “...you just giving your information
to a stranger on the other end [of the computer]. And you’re sharing
and you don’t know who you’re sharing it with.” - (P3). Views held
by P3 and P5 tie into the hesitancy to use chatbots on the basis of
transparency, skepticism around what the chatbot’s information
source was, and how such sensitive information will be used.

Participant hesitancy to engage with chatbots can also be tied
to a more general aversion to smart or intelligent technology that
is designed to replace human-human interaction [42, 62]. Many
participants expressed this aversion in their diaries when asked to
document health-related questions that they might ask chatbots.
Among some of the documented diary questions, participants stated
that they would not ask any health-related question of a chatbot due
to feeling like it is a “robot” or “scary machines”, and questioning
why we need this in place of actual human medical professionals.
One of P2’s diary questions stated, “What [is] wrong with people?
Why do we need robot[s]?” This question asks why a “robot” was
necessary to use as a health information seeking source and ties
into prior studies where participants expressed chatbots had a level
of “creepiness” thus decreasing feelings of privacy and reliability
among artificial intelligence. Another participant even detailed how
the rise of artificial intelligence technologies in healthcare and other
areas of our lives reminded her of the movie ‘1984’ where people
are no longer able to think for themselves.

Rajaobelina et al’s work identifies perceptions of chatbot “creepi-
ness” as impacting trust and negative emotions [62], which in the
context of our study seems to be heightened given the sensitive
nature of health information discussed by our participants. Other
participant diary entries declined to provide a health question and
instead stated “no” and expressed their reasoning - ranging from
lack of perceived access to the chatbot platform or a participant’s
reluctance to ever want to use a chatbot due to its resemblance to a

machine. Instead many participants expressed a desire to simply
make a call to ask their health question (P3, P6, P43).

4.3 Relatability, Credibility and Perceptions of
Chatbot Identity

To understand how the racial, gender, age, or professional identity
of the chatbot character impacts perceptions of these platforms
as health information resources, participants were randomly pre-
sented with 1 of 4 chatbots in their diaries: older Black woman,
younger white woman, older white male, and younger Black male
(see Fig 4). For many participants (P6, P9, P19, P22, P24, P27, P28,
P32, P34, P39), the identity of their chatbot character had a strong
influence on comfort and trust. For others, seeing a chatbot of a
particular race did not evoke any strong reactions. Analysis of these
participant interview responses revealed that the race of the Black
chatbot character made it more relatable and thus comfortable for
some participants. However other participants felt having a Black
character wasn’t enough and could potentially be “pandering” or
something done to make Black people trust computers.

Overall, participants had strong preferences for interacting with
a trusted health care provider over a text-based chatbot. In particu-
lar, this preference was influenced by existing familiarity and trust
with their doctor and existing negative perceptions of chatbots, and
perceptions of the chatbot based on demographic features such as
race, gender and age. For example, participants expressed hesita-
tion in wanting to engage with the older white male and younger
white woman chatbots. After being presented with a younger white
woman chatbot, P28 expressed their stance on whether or not they
would “use medicine with an image of a white girl on it”, stating: “I
am fairly convinced from my time in healthcare that the white male
dominance still rules pharmacy, still rules healthcare.” P28 explains
here that they might not trust information coming from a younger
white woman representation of the chatbot because her experience
has always been with older white men in medicine being more
knowledgable. This suggests that more trust may be associated
with older male medical professionals due to the history of doctors
being older white males and women and people of color being
nurses, administrative staff or not present at all.

Participants also expressed skepticism on the intended goals of
the chatbot. Based on seeing a white chatbot character, P24 went
on to state: “it doesn’t reflect my community, and I’m not convinced
that they’re even interested in my community or even the information
that they give back would be something relevant to someone in my
community.” Similar feelings were expressed with the older Black
woman chatbot, as noted by the response from P39. After being
prompted to explain their comment “looks can be deceiving” P39
goes on the state the following:

“Well... Well when we get into the history of the medi-
cal profession and theway it’s treatedminority groups
in this country, the Tuskegee experiment, you have
to remember that, yes, it was run by white people,
but the woman who was the point of contact with the
men was an African-American woman, and she had
to know what was really going on, and I don’t think...
The fact that they may have felt comfortable with her
was as deceptive as the entire operation. So, you could
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put a Black face on it, you could put a white face on
it, it doesn’t matter, if the... If there’s deception going
on, there’s deception going on.” - (P39)

P39 draws on the history of racism in healthcare, specifically
the Tuskegee experiment [5, 7], as a reasoning for their feelings
of mistrust. For them, the Black woman chatbot was viewed as a
decoy. On the contrary, some participants viewed Black chatbots
as knowledgeable and credible as seen by P34 who expresses their
views upon seeing the Black chatbot: “He [Black chatbot] looks
like he’s an intelligent person, professional and... He looked like he
may be knowledgeable and just waiting for you to ask him some
questions, and that he’s prepared, waiting on you.” - (P34). P34’s
explains that the way the Black male chatbot is dressed impacts
participants viewing him as knowledgeable and credible. For many
participants who were more accustomed to talking directly to their
healthcare provider about health related questions, the professional
qualification of the chatbot and the information source ranked
highest in importance:

“Hopefully, [the age] wouldn’t bother me because like
I said, it’s the qualification of the company, knowing
that she can handle the questions. Often though or
not, I would like to see an Afro-American... A more
diverse picture, all of that. I don’t know, would that
make me more comfortable, because I’m trying to get
information, but it’s always good to see that.” - (P32)

For P32 getting information from a qualified information source
behind the chatbot seemed to be the main priority and the chat-
bot being Black made it relatable as a bonus. Based on participant
feedback, the age of the chatbot did not have an overall impact
on how likely participants were to use it. P19 describes: “No, uh-
huh. The race or anything like that wouldn’t matter. The age, I don’t
think the age would matter either because you know a person can
have knowledge without being a certain age or whatever, so I don’t
think that would matter.” P19 views age as just another factor when
engaging with chatbots. As stated earlier, P32 held similar views
and emphasizes that the qualification of the chatbot is an impor-
tant factor to them. While some participant’s perceptions weren’t
swayed by the age of the chatbot, P22 viewed younger chatbots as
more trustworthy based on the perceptions of new knowledge and
skills that younger doctors might have compared to older medical
professionals:

“Age wouldn’t matter. In fact, I prefer to have people
younger than me, sometimes, to get a better feel or
different type of knowledge. I do feel the younger
generation would say things differently than I do. ...
I’m thinking about seniors, it would matter, because I
have a stereotype, unfortunately, even though I am
elderly myself, about seniors and what they can give
to me, as far as knowledge. Because again, if they only
have the knowledge and skills, they [only] have the
experience related to an illness or something. Then
you couldn’t... He or she couldn’t help me.” - (P22).

For P22, their preference of a younger chatbot tied into their
perceptions that the younger generation was more knowledgeable.
While knowledge was an important preferential factor, this did
not impact P22’s trust, as the chatbot may not have expertise on a

specific health topic. This ties into perceptions felt by participants
who viewed the information source of the chatbot as a higher
priority. Tying into this theme around expertise in association with
appearance, the dress attire of the chatbot played a role in some
participants’ perceptions (P27, P34). P27 described their chatbot by
stating: “well, he’s a Black guy... Young Black guy, yeah with a shirt
and tie on. So he looks professional.” P34 shared similar views:

“[He’s] just a Black guy who looks like he’s concerned
and ready for you to ask him some questions. . . He
looks like he’s an intelligent person, professional and...
like he may be knowledgeable and just waiting for
you to ask him some questions, and that he’s prepared,
waiting on you. ’Cause he seems like he’s sincere and
that he just seemed like... He’s introducing himself,
he’s telling you that he’s a nurse, and he’s trying to
find out how can he help you, which is the profes-
sional thing to do, so he’s asking all the right ques-
tions. So that’s why I take him to be professional and
maybe knowledgeable of the questions that we think
he might be able to answer from the chatbots.” - (P34)

Building on the idea that participants’ comfort is associated with
appearance, P34’s perception of the Black chatbot character leads
her to describe him as an intelligent person. Based on participant
perceptions (P22, P26, P34, P27), it was observed that feelings of
positive emotions were evoked when participants interacted with
chatbots who seemed friendly or wore professional attire. Our
findings of professionalism and friendliness build upon Parmar et
al’s study of professional attire being more credible among virtual
health doctors [59], and consider race as an additional construct
that elicits relatability.

Participants found Black chatbots to be more relatable but the
trustworthiness across different chatbots identities was mixed, as
information source of the chatbot was a main determinant in par-
ticipant’s perceptions. When presented with Black characters in
the design of the chatbot, the overall response from participants
was feelings of comfort and happiness with seeing representation,
but for some participants (P26, P29, P30), seeing a Black chatbot did
not seem to have a major impact on whether or not the participant
would view the chatbot as more trustworthy. P30 expressed this by
stating, “I don’t know if I would feel differently, I just sort of feel a
little better seeing her, not that I would not take their advice either,
I would, but she just makes me feel a little bit more comfortable.”
P24 felt that seeing a Black chatbot would make them feel like the
creators are knowledgeable about different ethnic groups, however
they still had reservations about the information provided without
being able to see who’s behind it:

“But when I see something like this, it doesn’t reflect
me. It doesn’t reflect my community. And I’m not con-
vinced that they’re even interested in my community
or the information they give back would be something
relevant to someone in my community.” - (P24).

Although there was positive sentiment around seeing Black chat-
bots, there was still skepticism when it came to the intent of chatbot
creators. P24 notes that the information they would receive from
this chatbot might not align with what their community needs. P31
expressed similar feelings of distrust when seeing a Black chatbot
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by stating, “don’t be trying to make nothing look like me. You’re
just trying to ingratiate me mentally that I can trust this robot” -
(P31). Skepticism around chatbot intentions seemed to be a com-
mon theme for participants who responded negatively to seeing a
Black chatbot image, as evidenced by P39’s connection to history
of distrust with medical professionals. While many participants
had conflicting feelings upon viewing a chatbot, the main con-
cern seemed to center around intent and how the source of the
information they would be receiving would impact them or their
communities.

5 DISCUSSION
The goal of this study was to capture the types of health-related
questions that Black older adults would feel comfortable asking
text-based chatbots, and assess how identity of the chatbots im-
pacted trust and credibility. We present findings from 30 Black older
adults in lower-income environments and detail their perceptions of
these platforms as potential health resources, including how prior
experiences with technology inform these perceptions. There is a
significant volume of prior work that suggests the importance of
understanding aspects of identity in AI platforms such as chatbots
[16, 17, 56, 57, 65, 76]. Our analysis contributes to the discussion
by highlighting how perceptions of trust, comfort, familiarity and
relatability are informed by the design of chatbot characters, and
discussing how this may impact human-AI interactions among
Black older adults.

The use of a diary study provided a daily, real-time convenience
capture [14, 18] of the types of health-related questions Black older
adults might ask a text-based chatbot as well as their initial opin-
ions on this platform as a health resource. By having participants
interact with the online chatbot Florence, we were able to educate a
demographic that might not otherwise be familiar with chatbots on
how to use these platforms and the method of asking health-related
questions. Follow-up interviews allowed us to go further in-depth
about perceptions of chatbot character identity, and how charac-
ter identity might influence this platform being a potential health
information resource. Findings from analysis of the questionnaire
data indicate that many of our Black older adult participants would
consider a chatbot to be useful for health information seeking. This
mirrors previous research proposing chatbots as having particular
benefit to older adults [69], yet contributes an additional level of
nuance in that many of these benefits may slightly differ for Black
older adults. Previous research identifies that it is sometimes diffi-
cult for Black older adults and other racially minoritized groups to
interact with voice-based conversational agents due to dialect or not
knowing the correct words or questions to search [28, 31, 36, 37, 39].
Text-based chatbots have the potential to be more supportive in the
back and forth dialogue that may provide more clarification among
these users [16], yet their design may be a barrier if not addressed
in ways that consider user preference and comfort.

Findings from our follow-up interviews provided insight into
older Black adults’ perceptions of chatbots, suggesting that study
participants felt that chatbots would be useful to ask "lower-risk"
health-related questions, if anything. Diary questions collected re-
vealed that for those participants who would be comfortable engag-
ing with a chatbot, they were comfortable asking more personally

tailored questions, yet questions that were considered higher risk
or those dealing with complex health issues might not be suitable
for asking a chatbot. Similar to other studies assessing health in-
formation seeking with embodied and non-embodied CAs [11],
participants felt that they would have to ask their questions in very
particular ways to get an accurate and relevant response from the
chatbot, perhaps a deterrence for those participants who reported
not being comfortable interacting with chatbots. Our qualitative
analysis revealed that many participant’s follow-up interview re-
sponses seemed to contradict the positive ratings of the question-
naire item related to becoming skillful at asking health-related
questions of a chatbot. Interview responses indicated negative per-
ceptions of efficiency, despite participants’ initial ratings that the
chatbot could provide quick, real-time information. We note that
the presence of an interviewer may have allowed for more reflec-
tion and detailed explanations of these perceptions when compared
to categorical ratings.

5.1 On Identity and Trust in Chatbot
Interactions

Our analysis also contributes to the larger conversation around
trust in chatbot and AI systems. There has been a long history of
distrust in healthcare [7, 30], and much of this is impacted by the
history of racism and deception in healthcare [5, 7]. These negative
experiences often translate to skepticism in the technology associ-
ated with healthcare and health information [42, 45, 51]. Many of
our participants expressed a general concern about not just under-
standing the source of health information as previously established
in prior research [37], but also in the perceived deception that may
also be present in online systems paralleling histories of in-person
medical deception. There was an overall skepticism around the
intent of the chatbots and the assumption that information Black
older adults were being presented with could be harmful to partici-
pant’s health or communities. A history of racism in healthcare in
general has particular influence in the hesitancy of Black elders to
use chatbots regardless of race or gender.

Harrington et al discussed how Black older adults’ perceptions
of health institutions is influenced by injustices experienced during
segregation and historically significant clinical trials throughout
history [26, 27]. Prior research makes the connection between cul-
tural mistrust of healthcare institutions and skepticism of emerging
technologies intended to support health behaviors [42, 51]. As chat-
bots are an unfamiliar platform to many of the participants in
our study, trusting information was also associated with how well
Black older adults could trust exchanges about health in general,
and whether or not the source behind the chatbot had the best
interest of the Black community that the participant was a part
of. Thus, designers/researchers should consider systems which al-
low a certain level of transparency and visibility to patients and
other users about where medical information comes from and also
how equitable and trustworthy their development process is [42].
Transparency and trust are some noted gaps in the development
of chatbots, particularly around the need to further strengthen
dialogue with historically marginalized communities and explor-
ing what meaningful roles chatbots can play in these communities
[32, 66].
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Perceptions of chatbot racial, gender, and age identity were
mixed among our sample. Many participants felt that seeing a
Black face felt relatable and provided comfort for older Black users.
This was seen as something nice to have and a nod to diversity
that may have been instituted from the developer of the chatbot or
the healthcare professional. Interestingly, a few participants com-
mented on how a Black chatbot character might make them more
skeptical without knowing who is behind the design and informa-
tion of the chatbot. This is indicated by some participants such as
P39 feeling that the race would not change them questioning who
was behind the health information and whether or not they should
trust it. Simply changing the race of a chatbot does not erase the
history of distrust Black people have towards the health care sys-
tem, a perspective that is further validated by P31, who expressed
discomfort with chatbots being designed to be Black to garner trust.
These viewpoints support this idea that the integration of Black
chatbots without integrating credibility can impact (and sometimes
even heighten) participant distrust. This speaks to the importance
of information visibility and transparency and that race alone does
not mitigate elements of trust and credibility when it comes to ECA
design.

Similarly, participants were not automatically drawn to older
characters among the four they were presented, but felt that knowl-
edge could be held by a person at any age. Among our sample,
trust was less directly associated with racial or age identity (al-
though this did introduce an element of comfort), and more related
to perceptions of professional identity and perceptions of knowl-
edge that the chatbots possessed. Similar to [16, 59], many of our
participants indicated a high level of trust associated with health
information relayed by those chatbot characters considered to be
"experts". Among the four characters, those with the designation
of ’Dr.’ and dressed in a professional shirt and tie were considered
more trustworthy. This supports some of the findings from Parmar
et al’s work around chatbot professional attire and the impact it has
on increasing participant trust [59]. Assigning professional titles to
the chatbot can improve this dynamic beyond the likeness or relata-
bility of race, age, and gender. The relatability and comfort provided
by a chatbot character of the same race may however speak to more
empathetic or less biased interactions in online healthcare, as is
evident by participant comments about how the Black male doctor
looked like he was “ready to help”. This also has the potential to
shift the politics of what information users believe. Marino [46]
asserts that “to create a chatbot is to engage in racial construction
to combine speech, dialogue patterns, and phenotypic features in
order to construct a recognizable representative of a given cultural
group”. Thus, considering both professional qualities and race as a
social construct may increase positive associations of interactions
with chatbots and ECAs among Black older adults.

5.2 Design Implications
Very little work has explored the design of onscreen chatbot charac-
ters or ECAs for older adults [4, 10, 50, 73]. Thus, there is a need for
understanding the experiences of Black older adults engagement
with chatbots and the affordances needed to increase comfort and
familiarity. Our study revealed a technology gap among Black older
adults which resulted in feelings of insecurity and skepticism about

engaging with chatbots. In particular, participants expressed lack
of comfort or self-efficacy, and negative expectations. Overall, we
recommend for designers to acknowledge various dimensions such
as: trust and credibility in relation to chatbot attire, conversational
dynamics with chatbots mirroring community norms and chatbots
utilization based on the severity of participants healthcare needs.
Addressing these implications will help to produce meaningful
interaction experiences for older Black users.

5.2.1 Incorporation of Professional Identity to Gain Trust and Cred-
ibility. Our findings suggest that incorporation of features such as
attire, title, and facial expressions had more influence on trust and
credibility. Prior work suggests an influence of professional attire
user trust [48, 59], a sentiment observed by many participants in
our study including P27 who associated the Black chatbot’s "suit
and tie" to "intelligence" on health related topics. Incorporating at-
tire, title, and facial expression into more racially inclusive chatbot
characters may help with representation in users being able to see
friendly Black medical professionals that are relatable. Thus, we
recommend designers incorporate occupational specific attire in
chatbot design as a way to increase participant’s perceptions of
system credibility.

5.2.2 Tailoring Conversational Dynamics to Meet Community-
Specific Needs. Simply changing the skin tone of chatbot characters
without also addressing the dialogue to reflect the cultural norms of
the community can create a disconnect between users and chatbots.
This may further contribute to skepticism Black communities
associate with chatbots. Although there is question to whether
conversational dialogue between users and CA’s should mirror that
of human to human interaction [19], there is a need for thoughtful
design around chatbot-participant dialogue. Designers should
place critical thought into the language norms of the community
and how they can be incorporated into chatbot design. Building on
prior work [58, 59], we recommend the incorporation of content
specific dialogue that is tailored to the communities that they
are being deployed. For Black older adults specifically, this may
include check-in features which ask the user if they need more
time to finish typing a question, or clarification questions that
consider cultural idioms to ask a user what they meant.

5.2.3 Considering Severity of Health Needs. Our participants ex-
pressed health information needs that vary in severity levels, and
indicated that questions that are considered more severe may not
be things they are comfortable discussing with chatbots. This find-
ing parallels prior literature that suggests less critical illnesses
and symptoms as those suitable for online information seeking
[75]. This finding implies that future chatbot design should in-
clude interaction features to gauge severity of a health need or
question. We recommend designers work closely with healthcare
providers and Black elder adults to determine what is considered
severe enough to be communicated via a healthcare chatbot versus
a medical professional. In doing this, a dialogue between a chat-
bot and participant can give a participant who might have more
severe or specific healthcare needs the option to speak to a medical
professional/specialist.

5.2.4 Information Source Transparency. Brewer et al [13] discuss
the need to design for transparency as a way to address uncertainty
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among voice assistant use for older adults. Our findings extend
this by suggesting the need for information source transparency
for text-based chatbots to mitigate skepticism among Black older
adults whose hesitance may stem from historical precedence in
addition to the uncertainty identified among more general samples
of older adults [13, 70, 80]. This may take the form of flagging
resources that are credible and trusted from the perspective of
medical professionals, or detailing how the chatbot chose which
information to present to the user.

5.3 Study Limitations & Future Work
A limitation in our study was that due to the gender makeup of the
community organizations we recruited, our study participants were
primarily women. Future work might provide additional analysis
of preferences among male and gender non-confirming or non-
binary Black older adults. Results of our study may also have a
different outcome among those who do not regularly have access to
or use home computers and video conferencing software. Due to the
timing of data collection during the global health pandemic, most
of our participants had access to a home computer or laptop and
videoconferencing software. Future studies might recruit among
Black older adults that differ from this demographic.

6 CONCLUSION
Our study sought to understand Black older adults’ perceptions and
opinions of embodied conversational assistants in the form of text-
based chatbots. We identified the impact of character identity in
chatbot design on participants’ perceptions of trust and credibility,
comfort, and relatability. Upon conducting a diary and interview
study with 30 Black older adults our findings suggested that feelings
of trust and comfort with chatbots are influenced by perceptions of
authority and professionalism, and many participants found age
and race should be incorporated in ways that are relatable yet not
pandering. Additionally, we found that participants’ skepticism of
chatbots is rooted in distrust of the healthcare system and that trust
and positive perceptions towards chatbots goes beyond diversifying
skin tones and gender. We present several design implications based
on our findings that serve to improve the design of chatbot charac-
ters and ECAs. Our work contributes to current research efforts in
HCI that aim to make human-AI interactions more equitable and
inclusive.
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PID (Gender) Age Chatbot Assignment Prior Chatbot Use
P01 (F) 72 older white male Not used
P02 (F) 74 older white male Not used
P03 (F) 67 younger white female Not used
P04 (F) 73 older black female Not used
P05 (F) 76 younger black male Not sure what it is
P06 (M) 71 older black female Not used
P07 (F) 65 younger white female Not sure what it is
P08 (M) 75 younger black male Not used
P09 (F) 71 older black female Not used
P10 (F) 66 older white male Not used
P11 (F) 71 older black female Not used
P19 (F) 75 younger white female Not used
P22 (F) 74 older black female Not sure what it is
P23 (F) 65 younger black male Not used
P24 (F) 66 younger white female Used occasionally
P26 (F) 70 older black female Not used
P27 (F) 65 younger black male Used frequently
P28 (M) 79 younger white female Not used
P29 (F) 67 older white male Used occasionally
P30 (F) 72 older black female Not used
P31 (F) 63 younger black male Used once
P32 (F) 72 younger white female Used occasionally
P34 (F) 71 younger black male Used occasionally
P36 (F) 72 younger white female Not used
P37 (F) 78 older white male Not sure what it is
P38 (F) 60 older black female Not used
P39 (M) 67 younger black male Used occasionally
P40 (M) 84 younger white female Not sure what it is
P42 (F) 76 older black female Not sure what it is
P43 (F) 78 younger black male Used occasionally

Table 3: Participant Demographics & Prior Experience with Text-based Chatbots.
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