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ABSTRACT  
Technology companies continue to invest in eforts to incorporate 
responsibility in their Artifcial Intelligence (AI) advancements, 
while eforts to audit and regulate AI systems expand. This shift 
towards Responsible AI (RAI) in the tech industry necessitates new 
practices and adaptations to roles—undertaken by a variety of prac-
titioners in more or less formal positions, many of whom focus on 
the user-centered aspects of AI. To better understand practices at 
the intersection of user experience (UX) and RAI, we conducted an 
interview study with industrial UX practitioners and RAI subject 
matter experts, both of whom are actively involved in addressing 
RAI concerns throughout the early design and development of new 
AI-based prototypes, demos, and products, at a large technology 
company. Many of the specifc practices and their associated chal-
lenges have yet to be surfaced in the literature, and distilling them 
ofers a critical view into how practitioners’ roles are adapting to 
meet present-day RAI challenges. We present and discuss three 
emerging practices in which RAI is being enacted and reifed in 
UX practitioners’ everyday work. We conclude by arguing that the 
emerging practices, goals, and types of expertise that surfaced in 
our study point to an evolution in praxis, with associated challenges 
that suggest important areas for further research in HCI. 
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1  INTRODUCTION  
Technology companies continue to invest in eforts to work toward 
responsible design and development of AI, responding to increased 
demand to account for and mitigate the social risks posed by AI 
technology. As responsible AI (RAI1) eforts become more estab-
lished as organizational practices [84], an increasing number of 
individuals and groups within both the private and public sector 
are responding to RAI-related research and product needs. 

Much of the literature focusing on RAI eforts is devoted to un-
derstanding and improving machine learning (ML) models, through 
improvements to data annotation practices [9, 28, 31, 71], model 
evaluations [32, 56, 88], data and model documentation [36, 47, 83], 
or building developer-facing tools to help engineers interpret mod-
els post-hoc [3, 6, 7, 10, 68, 107]. However, in contrast with a de-
velopment paradigm in which the design of ML models occurs in 
parallel with their use in products, in many cases, ML models are in-
creasingly used to power user-facing AI applications developed by 
wholly distinct product teams—in some cases, by product teams at 
other organizations [15, 58]. Thus, RAI eforts in industry continue 
after models leave the research lab.

Before deploying AI applications in deployment contexts where 
they could cause far-reaching societal consequences, many prac-
titioners are undertaking RAI work, in more or less visible, and 
more or less formal, positions. Although prior RAI research in CHI 
and CSCW has focused on opportunities to intervene in AI devel-
opment practices [e.g., 53, 69, 70, 84], it has (with few exceptions) 
focused on the work practices of data scientists and ML engineers 
in the model development process, rather than how a wider set of 
1Eforts to identify and address the ways that algorithmic systems perpetuate or am-
plify societal inequities and biases have a long history [e.g., 45], with more recent 
research focusing on issues related to fairness, accountability, transparency, and ethics 
in AI, or what is often referred to as ethical or “responsible” AI [67, 84]. Although 
numerous companies, government agencies, and civil society organizations have de-
veloped principles and guidelines for ethical or responsible AI, broadly converging on 
high-level values, there is a wide variety of ways that these principles are operational-
ized in practice across sectors and organizations [61]. We use the term “responsible 
AI” by its general defnition throughout this paper, although we acknowledge that 
its meaning and scope remain in fux, and wherever possible, we defer to our partici-
pants’ defnitions and operationalization. However, as we note in the Findings section, 
participants primarily opted to defne responsible AI in terms of the practices they 
used to enact it, rather than ofering a conceptual defnition of what it means. 

https://doi.org/10.1145/3544548.3581278
https://doi.org/10.1145/3544548.3581278
https://doi.org/10.1145/3544548.3581278
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3544548.3581278&domain=pdf&date_stamp=2023-04-19
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practitioners are involved in applying existing models for novel 
AI applications. Among this wider set of practitioners applying 
the models, many focus on user-facing and user-centered aspects 
of technology (e.g., interaction designers, user experience (UX) 
designers, or UX researchers). Yet, the specifc practices of such 
user-centered practitioners involved in RAI have yet to be identifed 
or formalized, and distilling them ofers a critical view into how 
they are adapting to meet present-day challenges in RAI. 

In this paper, we explore an emerging set of RAI practices car-
ried out by user-centered practitioners when applying large models 
during early stages and refnement of AI application design. To 
understand these emerging user-centered RAI practices, we con-
ducted interviews with UX practitioners, who are often involved in 
early-stage AI application ideation, design, prototyping, and evalu-
ation, and with RAI subject matter experts (whom we refer to as 
“RAI experts” throughout the paper), who often perform evalua-
tion and ofer consultation about responsibility in AI projects and 
products or product features, at a U.S. site of a large technology 
company that has a large AI function. These two sets of practition-
ers were actively involved in addressing RAI concerns, formally 
by RAI experts and informally by UX practitioners, both early in 
design and refnement of new, AI-based prototypes, demos, and 
product features. We aim to identify and understand the emerging 
RAI work carried out by UX practitioners in their design processes, 
by investigating these practices in light of the RAI work conducted 
by RAI experts in their formal job capacity. We thus seek to answer 
two research questions: 

RQ 1: How do UX practitioners currently incorporate and examine 
RAI considerations during early stages and refnement of AI 
application design given their organizational context? 

RQ 2: What challenges do UX practitioners encounter in their cur-
rent RAI practices during early stages and refnement of AI 
application design given their organizational context? 

We  conducted  a  refexive  thematic  analysis  of  interviews  with  
participants  to  make  the  following  research  contributions:  

(1)  An  identifcation  of  three  key  emerging  practices  that  UX  
practitioners  are  developing  to  meet  evolving  RAI  needs:  a)  
building  and  reinforcing  an  RAI  lens,  b)  responsible  prototyp-
ing,  and  c)  responsible  evaluation  of  AI  applications.  

(2)  A  refection  on  the  hidden  RAI  work  UX  practitioners  are  
carrying  out  and  ways  to  support  this  evolution  in  UX  praxis  
moving  forward.  

(3)  A  discussion  of  the  implications  of  UX  practitioners’  current  
challenges  in  designing  with  ML  models  and  the  need  to  
reconfgure  the  role  of  the  user  when  designing  RAI.  

We frst situate our study with respect to prior work on RAI work 
practices in industry contexts, existing research on values and ethics 
in UX practice, and prior literature on designing and prototyping 
with ML models. After introducing our study and data analysis 
process, we identify three emerging RAI practices developed and 
carried out by UX practitioners in order to adapt existing UX prac-
tices to meet evolving RAI challenges. These practices—building 
and reinforcing an RAI lens, responsible prototyping, and responsi-
ble evaluation of AI applications—are not linear, but are embedded 

throughout work practices in iterative ways. Within each emerging 
practice, we situate the RAI work of UX practitioners’ with respect 
to the RAI work carried out by RAI experts in their formal job capac-
ity, and highlight strategies and techniques that UX practitioners 
adopted, to sensitize people to RAI concerns, to communicate RAI 
issues with the teams, to consider potential consequences of users’ 
mental models of AI systems (e.g., over-reliance on AI [cf. 80]), and 
to surface and mitigate potential RAI issues through an emerging 
AI prototyping technique called prompt programming.2 Finally, we 
present practices that place RAI concerns in direct conversation 
with traditional user evaluation approaches. We refect on these 
fndings and what they mean for the evolution of UX praxis in the 
Discussion, and conclude by highlighting opportunities for further 
HCI research to support the work of designing responsible AI. 

2  RELATED  WORK  

2.1  Responsible  AI  Practices  Among  Industry  
Practitioners  

A growing body of work in HCI examines the work practices of 
industry practitioners as they address RAI issues during the design 
and development process [53, 67, 69, 70, 84]—in contrast with prior 
work that has studied data annotation [9, 28, 31, 71] and model 
evaluation [32, 56, 88], or developed resources for data and model 
documentation [36, 47, 83] or post-hoc interpretation of model 
performance [3, 6, 7, 10, 68, 107]. Prior work has found that AI prac-
titioners seek to uncover fairness issues prior to deployment [53], 
yet many RAI approaches or mitigations are reactionary, initiated 
as a result of public relations issues, media attention, or customer 
complaints [53, 69, 84]. 

Practitioners have emphasized intervening in training 
datasets [31, 32, 53], as well as algorithmic mitigations [2], as 
critical in working toward RAI. However, AI practitioners fnd it 
challenging to represent diverse demographic groups in datasets 
and in fairness assessments, given that practitioners tend to 
draw on their (often homogenous [106]) personal experiences 
and perspectives when it comes to RAI [30, 53, 69]. Madaio et al. 
[2022] also note that the heuristics practitioners used to determine 
priorities in assessing fairness issues (e.g., perceived fairness 
severity, perceived brand impact, etc.) could compound existing 
inequities of AI systems [69]. Given these challenges, practitioners 
call for more guidance and support (e.g., practices, tools, and 
other resources) in working toward the design, development, and 
deployment of RAI [53, 69, 84]. 

To fulfll practitioners’ needs for RAI support, a plethora of 
toolkits, guidelines, and other resources have been developed [e.g. 
1, 4, 7, 10, 54, 68, 72]. Recent work has explored the sociotechnical 
practice of how RAI toolkits are integrated into practitioners’ work-
fows [30, 70, 73, 114]. For example, Deng et al. [2022] point out that 
these toolkits are often less prescriptive than required—containing 
guidance on what to do (e.g., engage stakeholders), but not how to 

2Prompt programming is a practice leveraged by people who interact and communicate 
with pre-trained large models through natural language prompts instead of writing 
programming code. Prompt programming has been gaining popularity as more people 
interact with large language models (LLMs) like GPT-3 [41] and text-to-image genera-
tion models like DALL-E [85] and attempt to understand these models’ capabilities 
and limitations. 
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carry out those recommendations [30]. In addition, many RAI toolk-
its are also designed to primarily support specifc types of technical 
work from technical practitioners to address RAI issues, rendering 
themselves less accessible to contributors with varying types of 
expertise [30, 114]. Relying on toolkits may also enact a form of 
techno-solutionism, by promoting or incentivizing solely technical 
solutions to the sociotechnical work of responsible AI [70, 90, 114]. 

Existing literature has also highlighted the role of organizational 
factors in RAI practices [53, 69, 70, 84], including the lack of organi-
zational incentives to address RAI issues (or the disincentives to this 
work) [53, 70, 84]. Coupled with the lack of clarity over roles and 
responsibilities in RAI work [72, 84], addressing RAI issues during 
AI development often relies on individuals who are able to dedi-
cate time to developing and promoting RAI processes—processes 
that may or may not be formally adopted within the rest of the 
organization [70, 84]. Identifying, assessing, and mitigating RAI 
issues in datasets, algorithms, and model behavior often require 
practitioners (and their organizations) to invest signifcant time 
and resources, yet AI practitioners often face time and resource 
constraints in carrying out their RAI practices (including incen-
tives to ship products on fast-paced timelines) [30, 53, 69, 84, 112]. 
Many scholars have called for changes in organizational structures 
and processes, to support practitioners’ RAI practices instead of 
hindering them [53, 69, 70, 72, 84]. 

2.2  Values  and  Ethics  in  UX  Practice  
Although recent work has focused on AI practitioners’ work prac-
tices for RAI, substantial prior research has identifed the ways 
that values are instantiated in technology design more broadly 
[40, 57, 79, 103, 110], as well as through ongoing practices of technol-
ogy use, appropriation, maintenance, and repair [e.g., 55]. As such, 
various methods, tools, and theoretical frameworks [e.g., 5, 24, 42– 
44, 92, 115] have been developed to support designers (including 
UX practitioners) in surfacing relevant values throughout the de-
sign process and bringing those values to bear on design decisions 
(what JafariNaimi et al. [2015] refer to as the “identify/apply” logic 
of values in design) [57]. 

For instance, Value-Sensitive Design (VSD) is a framework in-
tended to support designers in understanding the role of specifc 
values in the design of technology, including how they might be 
promoted or undermined through a given system [42, 44]. In addi-
tion, numerous other methods and tools have been developed to 
support designers’ “values work” in technology design [112], in-
cluding resources to identify relevant values and surface potential 
harms of technology, such as Envisioning Cards [43], Judgment 
Call [5], Timelines [115] and more (see Chivukula et al. [2021] for 
a review). Although VSD and related methods are not the focus of 
our work in this paper, they represent a key aspect of the training 
and resources that may inform how UX practitioners address values 
as part of the work involved in addressing RAI. 

2.2.1 Situated Work Practices of UX Practitioners. As part of a 
broader turn to practice within HCI scholarship [66], recent re-
search has focused not only on developing methods and tools for 
designers to use, but has also explored the situated work practices 
of UX practitioners in engaging with values as part of their every-
day work [e.g., 23, 25, 50, 112, 113]. For instance, Chivukula et al. 
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[2021] have identifed a set of “identity claims” that UX practition-
ers articulate for the various roles they take on as part of doing 
values work in their practice, including learner and educator (i.e., 
learning and teaching others on their team about ethics), translator 
(i.e., taking resources about values in one domain and translat-
ing them to their own work), and advocate/activist, among others. 
Situating individual UX practitioners within larger social and orga-
nizational contexts, Gray and Chivukula [2019] describe various 
factors that mediate the relationship between designers’ individual 
ethical awareness and action, including the role of organizational 
practices [25, 50]. 

This body of scholarship has identifed the social and political 
work that UX practitioners engage in, in addition to their technical 
work; including rhetorical work to convince leadership of the value 
of UX (and of the importance of values work in UX) [e.g., 87]—an 
issue of critical importance given the relatively lower status of UX 
and design compared with software engineering roles in large tech-
nology companies [112]. Given the role that organizational factors 
play in mediating UX practitioners’ values work in practice, Wong 
[2021] has identifed tactics for “soft resistance” that UX practi-
tioners engage in to create space to address values in their work. 
In part, this involves making values visible and relevant to others 
in their organization (similar to the advocate or activist identity 
described by Chivukula et al. [2021]), as well as working to change 
organizational norms and practices from within, by tactically ex-
panding the defnition of who is considered to be the “user” [cf. 116], 
through leveraging (and trying to change) organizational goals and 
priorities (e.g., Objectives and Key Results, or Key Performance 
Indicators), or more broadly leveraging corporate logics to make a 
business case for values in UX [112]. 

However, as Wong [2021] point out, each of these tactics are par-
tial and embody contradictions, in that they are trying to challenge, 
contest, or change organizational practices, while leveraging those 
same logics and discourses. Finally, as Wong [2021] identify, the 
values work of UX practitioners often involves “work outside of the 
technology design process,” work that often involves substantial 
emotional labor [cf. 96], and which may not be valued as part of 
their everyday work [113]. Relatively little literature, however, has 
explored the values work that UX practitioners engage in as part 
of designing and developing AI applications, or how that work is 
aligned with the work practices of RAI more generally. 

2.3  Designing  and  Prototyping  with  Machine  
Learning  Models  

Prior research has studied UX practitioners’ current practices and 
challenges when designing and prototyping ML-powered AI appli-
cations [38, 117, 119, 120, 122]. Existing work has found that UX 
practitioners, given their training in HCI and User-Centered De-
sign (UCD), commonly leverage traditional HCI and UCD methods 
and toolkits when designing with AI, yet these are often insuf-
fcient [117, 120, 122]. For example, traditional methods such as 
Wizard-Of-Oz, sketching, paper prototyping, and rapid prototyp-
ing can fail to accommodate the non-deterministic behaviors and 
opaque mechanisms of AI systems [117, 119, 122]. 
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Prior work has highlighted the need for high-fdelity prototypes 
that can generate tangible, realistic behaviors, instead of toy sce-
narios, to elicit user feedback and better assess the potential human 
and societal impacts of AI applications [54, 119, 122]. Zdanowska 
and Taylor [2022] note that UX practitioners found that most HCI 
and UCD methods and tools place too much emphasis on the design 
and evaluation of the user interface, which is only one of many 
components when designing with AI [122]. Users’ mental models 
of the AI system [120, 122] and the feasibility and user acceptance 
of the design [122] are also key considerations for UX practitioners. 

When designing and prototyping with AI, UX practitioners also 
frequently collaborate with technical experts such as engineers and 
data scientists [82, 97, 118] to gain a deeper understanding of the 
capabilities and limitations of the models [38, 117, 119]. While high-
level abstractions are sufcient for UX practitioners to design AI 
applications [118, 122], a deeper understanding of ML model func-
tionality could help UX practitioners better envision use cases that 
may not yet exist [38, 119]. However, this collaboration also poses 
challenges in that UX practitioners and engineers don’t always 
share a common perspective, language, or workfow [82, 97, 119], 
leading UX practitioners to take on extra work to bridge disciplinary 
boundaries through sharing user stories and raw user feedback from 
user testing video recordings to help engineers understand user 
needs [98], and sometimes, adapting to and embracing a more data-
centric culture to communicate user needs through both qualitative 
and quantitative metrics [118]. 

2.3.1 Prototyping with Prompt Programming. To meet the increas-
ing demand for new UX prototyping and design tools when de-
signing with AI, an emerging practice involves prototyping with 
ML models through prompt programming [20, 27, 60, 121]. Using 
prompting techniques [27, 60], UX practitioners are able to send 
natural language prompts to ML models as inputs and interact 
with the models directly to test-drive their capabilities and limita-
tions [60]. Prior work has found that prompt-based prototyping 
with large language models (LLMs) helps UX practitioners reduce 
their reliance on engineers and developers to understand model ca-
pabilities, speed up the prototyping process to test out initial ideas 
and “fail fast” [cf. 117], and better communicate with collaborators 
using prototypes as boundary objects [60]. 

Prompt programming is usually conducted with pre-trained, 
large-scale models such as LLMs [27, 60] and text-to-image gen-
eration models [124], which are prone to generate outputs that 
may perpetuate social stereotypes, toxicity, discrimination, and 
exclusionary norms [15, 33, 48, 105]. Researchers have been ex-
ploring ways to evaluate LLMs and other generative models prior 
to putting them into use. Common evaluation methods include 
manually generating general test cases, or tests targeted at specifc 
failure modes [59, 86], as well as automatically generating test in-
puts using the model itself [46, 81]. However, others have noted that 
such “behavioral tests” and use of benchmarks to prompt models to 
intentionally generate harmful outputs (so they can be prevented) 
often come with pitfalls that render these methods invalid [14]. 
As such, there are increasing calls for human-centered approaches 
from HCI and UX practitioners to support the work of identifying 
and mitigating RAI issues with LLMs [e.g., 12–15]. Yet, insights into 

how prompt programming can facilitate or hinder UX practitioners’ 
work on RAI has not been explored. 

3  METHODS  

3.1  Recruitment  
To investigate our research questions, we conducted semi-
structured interviews with both UX practitioners (n = 15) and sub-
ject matter experts in a designated RAI role (n = 8). We recruited 
participants through snowball sampling at our study site (via direct 
emails to contacts). Our study site was chosen due to the company’s 
large AI function, as well as the depth of researcher access that 
could be achieved to participants’ work practices and teams. All 
participants were recruited from the same company that the au-
thors were employed at during the time of the study, a decision we 
discuss further in section 3.2, below. Inclusion criteria included UX 
practitioners who had worked on or were currently working on the 
design, prototyping, user research, or user evaluation of AI applica-
tions (prototypes, demos, product features) that were powered by 
large-scale models.3 We specifcally sought out UX practitioners 
who were either directly or tangentially involved with addressing 
RAI concerns as part of their work with these applications. For RAI 
experts, our inclusion criteria included experts in a formal Respon-
sible AI role, who had experience evaluating or being consulted 
about responsibility in AI projects and products or product features. 

Information about participants’ job roles can be found in Table 1. 
UX participants had an average of 5.6 years experience at the com-
pany (SD=2.3), an average of 11.8 years working in UX (SD=7.3), 
and an average of 7.8 years working with AI (SD=4.4); RAI expert 
participants had an average of 2.3 years working at the company 
(SD=1.6), an average of 2.4 years working in RAI (SD=1.2), and 
an average of 5.9 years working with AI (SD=2.6). We also asked 
participants to optionally share their gender identity: among UX 
participants, seven were women, eight were men, and one was non-
binary. Among RAI experts, fve were women, two were men, and 
one was non-binary. Each participant was compensated through a 
donation to their charity of choice valuing $40 USD. 

3.2  Data  Collection  
Our study ran from June through July, 2022. All of the participants 
worked in the United States, in hybrid or fully remote roles at 
the time of study; hence, all interviews were conducted virtually 
through an internal virtual meeting platform. Except for two 30-
minute interviews, and one 90-minute interview, all interviews 
lasted about 60 minutes. All participants provided written consent 
to participate in the research study before interviews began. Scoping 
the present work to a specifc technology company as a research site 
allowed us to take advantage of internal AI resources (described 
below in 3.2.3) to ground interview discussions. As researchers 
were also company employees, participants could provide more 
details of their AI projects and context for their RAI practices, 
while upholding confdentiality and IP protection. However, we 

3We defne large-scale models for the purposes of this paper as machine learning 
models trained on large amounts of text or image data (e.g., at the terabyte or petabyte 
scale), with model parameter estimates in the billions. 



                   

                 
                  

Participant  Group  Professional  Role  AI  Product/Project  Area  
or  Background  

UX  Practitioners  UX  Designer  (n  =  2)  AI  Product/Project  Areas:
(Participant  ID  contains  “U”)  Interaction  Designer  (n  =  4)  Language  translation  (n  =  1)  

UX  Researcher  (n  =  8)  Generative  language  models  (n  =  4)  
UX  Engineer  (n  =  1)  Conversational  AI  (n  =  4)  

Text  generation  (n  =  1)  
Medical  imaging  (n  =  1)  
Speech  recognition  (n  =  1)  
AI-enhanced  audio  (n  =  1)  
Text  analysis  (n  =  1)  

Responsible  AI  Experts  Ethics  Advisor  (n  =  2)  Background: 
(Participant  ID  contains  “R”)  Responsible  AI  Researcher  (n  =  4)  Machine  Learning  (n  =  2)  

Ethics  specialist/reviewer  (n  =  2)  Ethics,  Philosophy,  and  Law  (n  =  3)  
Science  and  Technology  Studies  (n  =  2)  
Design  Ethics  (n=1)  
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Table 1: Interview participant information. UX participants worked across diferent AI product and research areas. Listed AI 
areas are based on the specifc projects/products mentioned in interviews. For RAI expert participants, we list their background. 

did not limit interview discussions to participants’ current work 
experiences; many had experience working in multiple settings and 
companies, and we prompted them to refect more broadly on their 
experiences over the course of their careers. 

Given the sensitive nature of RAI topics, we also sought to foster 
a high level of transparency and trust in our communications with 
each practitioner, before, during, and after the qualitative interview. 
For example, we held pre-interview calls and shared research briefs 
with our participants to answer questions about the research, and 
shared our data interpretations and fndings back with each partici-
pant by email, noting their specifc quotes in the paper and asking 
for any feedback before submission. 

To inform our research questions, we frst observed a conversa-
tional AI design sprint.4 We did not include our observations as 
research data, but instead followed up with four sprint participants 
to enroll them in our interview study. We also studied any artifacts 
that were provided in the interview, including sprint artifacts dis-
cussed. We discuss each interview protocol below, and they are each 
provided in Supplementary Materials. We also describe a prompt 
programming tool called PromptMaker [60] below, which we used 
as a probe during interviews with both UX practitioners and RAI 
experts. 

3.2.1 UX Practitioner Protocol. In the interviews with UX practi-
tioners, we asked them to broadly describe the types of UX work 
they do related to AI-based prototypes, demos, and/or product fea-
tures, and then to dive into more details by having them walk us 
through one or two specifc projects they had worked on. We specif-
ically focused on how RAI issues surfaced in their work, mitigation 
strategies or precautions they used to address RAI issues, and how 
RAI issues might have infuenced the project direction. At the end of 
the interview, we also asked UX practitioners about their thoughts 
on how RAI processes for early-stage AI application design could 
be improved. 

4In this context, a sprint is a multi-day, time-bound, focused series of collaborative 
activities in which ideation about a problem or problem space is followed by discussions 
of design ideas relating to potential solutions, often represented in some form of design 
representation or prototype, which are then further narrowed down and evaluated 
with stakeholders or prospective technology users. 

3.2.2 RAI Expert Protocol. In our interviews with RAI experts, 
we asked participants in designated RAI roles about their experi-
ences reviewing, analyzing, evaluating, and/or consulting on AI 
technologies as part of organizational RAI practice. We then asked 
the experts to walk us through an AI project that they had been 
involved with, which drew on their expertise, the RAI issues that 
were present, and how they worked with the project/product teams 
to address those RAI concerns. Towards the end of the interview, 
we also asked the experts to envision possible improvements to 
current RAI practices and possible processes or tools to support 
RAI in early-stage AI application design. 

3.2.3 PromptMaker As a Probe. During interviews with all par-
ticipants, we introduced and described an LLM prototyping tool 
called PromptMaker, as described in Jiang et al. [2022]. Prompt-
Maker provides a web-based interface to LLMs, enabling users to 
interactively write and test LLM prompts.5 PromptMaker also en-
ables practitioners to remotely execute a prompt. For example, a 
basic prompt to translate English into French could be created (see 
example in footnote), then embedded within a prototype to test 
out a translation feature. Collectively, PromptMaker’s capabilities 
enable practitioners to rapidly prototype and test new AI features 
in hours or days, without requiring signifcant machine learning 
experience. 

Many of the interview participants were familiar with Prompt-
Maker and seven UX participants indicated in the interviews that 
they use PromptMaker in their daily job during early-stage AI appli-
cation design. In our interviews, we used PromptMaker as a probe 
to understand how emerging AI design and prototyping tools were 
shaping UX practitioners’ RAI practices and to understand the po-
tential opportunities and challenges new AI design and prototyping 
tools present for RAI. 

5At the most basic level, a prompt is simply text-based input to an LLM. For example, 
the following is a very simple prompt: “The opposite of hot is”. LLMs generate text 
likely to appear after the input text. Thus, given this latter example, an LLM is likely to 
produce text that starts with the word “cold”. This prompt is an example of a zero-shot 
prompt, as it provides no sets of examples in the prompt. In contrast, a few-shot prompt 
includes examples to help steer the model toward a particular type of output, such as 
in this prompt: “English: Hello. French: Bonjour. English: Goodbye. French:”. See [20] 
for more on prompting. 



                    

        
           
        

        
       

        
           

         
       

          
           

         
       

        
        

         
        

          
          

          
       

             
          

          
          

             
        

       
        

        
         

         
         
        

        
       

         
         

        
         

         

          
       

         
            

             
       
      

           
           

          
        

         

          
      

       
         

      
           
        

          
         

          
    

         
           

           
          

         
         

          
         

         
             
          

          

                  
our  subsequent  fndings:  the  importance  of  seeing  responsibility  as  a  
“lens”.  An  RAI  lens  positions  RAI  as  a  refexive,  ongoing,  and  holistic  
perspective  that  infuences  practices  and  decisions  throughout  de-
sign  and  development,  as  they  arise  in  context.  It  is  thus  not  bound  
to  a  specifc  artifact,  protocol,  or  type  of  analysis  of  data  or  model  
outputs—though  it  can  incorporate  them.  Instead,  it  represents  an  
ongoing,  shared  mindset  that  acknowledges  and  seeks  to  account  
for  the  social  position  of  those  who  shape  technology—and  the  
company  itself—and  the  intersecting  relationships  between  specifc  
design  and  development  choices  and  their  societal  implications.  

As  such,  both  RAI  experts  and  UX  practitioners  went  to  great  
lengths  to  cultivate  and  reinforce  an  RAI  lens,  not  only  in  their  
work,  but  in  their  teams  and  the  broader  culture.  This  practice  was  
carried  out  explicitly  by  RAI  experts  who  inhabited  established  and  
prominent  RAI  positions  with  focused  RAI  expertise  (e.g.,  ethics,  
philosophy,  law)  in  the  company,  and  implicitly  by  UX  practitioners  
who  considered  RAI  as  an  emerging  yet  crucial  piece  of  the  UX  of  
AI  projects/products.  

Below,  we  characterize  the  work  both  groups  of  practitioners  
carried  out  to  pursue  this  goal  of  an  RAI  lens:  from  self-education  
and  sensitization  to  RAI  issues,  to  actively  communicating  and  
working  with  teams  to  surface  and  mitigate  RAI  issues.  

Both  UX  practitioners  and  RAI  
experts  were  often  called  upon  by  product  teams  to  address  RAI  
issues:  UX  practitioners  given  their  expertise  in  accounting  for  the  
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3.3  Data  Analysis  
All interviews were video-recorded and later transcribed verbatim 
for data analysis purposes. To analyze the interview data, we drew 
on Braun and Clarke’s [2019–2021] refexive thematic analysis ap-
proach [17–19]. Refexive Thematic Analysis is a post-positivist 
approach that emphasizes researchers’ role in knowledge produc-
tion, including the philosophical stance and theoretical assumptions 
that they make in informing their data analysis approach [18]. This 
difers from other qualitative data analysis approaches such as con-
structing codebooks and establishing inter-rater reliability metrics, 
which might not ofer the fexibility needed for researchers to ac-
tively participate in the analytic process in a systematic and rigorous 
way [18]. A refexive thematic analysis approach also encourages 
researchers to collaborate and discuss interpretations throughout 
the process to facilitate the generation of themes. 

Five authors participated in the interview data analysis pro-
cess and continuously and collaboratively discussed the codes and 
themes throughout. We followed the analysis process outlined 
in Braun and Clarke [2006]. First, all fve researchers familiarized 
ourselves with the data by reading through the transcripts and 
taking notes. We then began generating initial codes and divided 
the transcripts among the fve researchers—each interview tran-
script was read and used in initial code generation by at least two 
researchers. Each researcher reviewed nine to 11 transcripts at this 
phase and each generated hundreds of open codes. After initial 
codes were generated, we frequently met to search, review, discuss, 
and defne themes based on initial codes. In the early stages of our 
codes-to-themes process, we generated four domain categories (e.g., 
early-stage RAI challenges, RAI conceptualizations, RAI strategies 
and practices, aspirational RAI and improvements) and 53 prelim-
inary themes through continuous discussions and iterations. All 
data was analyzed using shared spreadsheets and text documents. 
In parallel, two authors reviewed artifacts provided by participants, 
such as design sprint materials, framework documents, and user 
study fndings, to understand practices associated with early-stage 
AI application design. After discussing observations together, they 
shared them with the entire study team. 

After further review and discussion of all observations and 
themes, we distilled three emergent RAI practices: building and 
reinforcing an RAI lens, responsible prototyping, and responsible 
evaluation of AI applications, each of which comprises two high-
level themes, which we present in the Findings section. 

3.4  Author  Positionality  
Our author team is comprised of researchers with both academic 
and industry research backgrounds, with varied professional expe-
riences that shape our perspectives. All researchers were employees 
of the company that served as the research site during the research 
period. One author has experience in an industry UX role at a large 
technology company. Two authors have experience developing 
applications that incorporate large-scale ML models. 

Two authors were born in and are currently, or have previously, 
lived in APAC countries, and four identify as white Americans. All 
authors completed the bulk of their research training, and work 
in, predominantly Western institutions. Five identify as having 
experience with marginalization in computing, either as a member 

of a marginalized group themselves and/or through many years of 
conducting HCI research with marginalized groups. 

The authors’ background and experiences infuence our posi-
tionality: as HCI researchers trained and working in predominantly 
Western organizations, we acknowledge that complementary schol-
arship related to our research questions is needed, to extend and 
further the understandings presented in this paper. Our position-
ality has also infuenced the subjectivity inherent in framing our 
research questions, a snowball sampling approach that makes use 
of our professional networks, the study protocol design, and our 
data interpretation and analysis. 

4  FINDINGS  
Through our data analysis, we identifed key emerging practices 
that UX practitioners carried out to meet evolving RAI needs. These 
practices are not linear, but are embedded throughout their work in 
iterative ways. In this section, we present three emerging RAI prac-
tices: building and reinforcing an RAI lens, responsible prototyping, 
and responsible evaluation of AI applications. For each practice, 
we frst introduce how RAI experts (labeled with ‘R’ throughout) 
and UX practitioners (labeled with ‘U’ throughout) enact and oper-
ationalize RAI.6 We then highlight UX practitioners’ RAI practice 
in light of the RAI work conducted by RAI experts in their formal 
job capacity, and present how their practices, goals, challenges, and 
aspirations for the role of UX in RAI take shape. 

4.1  Building  and  Reinforcing  an  RAI  Lens  
We begin by highlighting an overarching practice that infuences

4.1.1  Sensitizing  to  RAI  Concerns.  

6Although we asked RAI experts and UX practitioners how they defned responsible AI, 
they primarily responded with descriptions of how they enacted and operationalized 
RAI in practice in their company, rather than providing a conceptual defnition. 
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impacts  of  technology  on  users;  RAI  experts  given  their  formal  
job  positions  and  expertise  in  RAI  and  ethics.  While  RAI  is  not  
part  of  UX  practitioners’  formal  training  and  role,  by  accumulating  
experience  and  knowledge  of  technologies’  impact  on  users,  RAI  
had  already  been  integrated  into  many  UX  practitioners’  day-to-
day  practices  and  became  what  UX  practitioners  described  as  a  
lens:  “With  my  lens,  I  make  [RAI  issues]  surface,  so  I’m  not  sure  
that  [RAI  issues]  would  just  naturally  bubble  up  to  the  surface.  But  I  
think  part  of  my  research  ethos  is  to  look  for  those  gaps  and  those  red  
fags.” (U7)  

For  RAI  experts,  a  large  part  of  their  job  included  sensitizing  
[cf.  16]  teams  across  the  company  to  RAI  concerns  by  ofering  RAI  
resources  and  support  such  as  RAI  reviews,  ofce  hours,  consul-
tations,  and  RAI  workshops.  When  asked  about  their  processes  of  
RAI  review  and  consultations,  many  RAI  experts  mentioned  the  
usage  of  RAI  frameworks  and  guidelines,  many  of  which  they  (or  
their  colleagues)  had  developed.  RAI  experts  not  only  used  these  
RAI  frameworks  and  guidelines  to  sensitize  teams  to  RAI  consider-
ations,  but  also  to  help  themselves  be  more  aware  of  potential  RAI  
issues  in  their  work.  For  instance,  R6,  R8,  and  their  colleagues  are  
creating  an  AI  harms  framework,  outlining  domain-specifc  RAI  
considerations,  and  best  practices  to  help  engage  practitioners  with  
RAI  issues.  R8  told  us:  

“I’ve  found  [the  AI  harms  framework]  to  be  pretty  
helpful  for  me  because  even  if  I  do  this  all  the  time,  
I  can  still  forget  about  one  of  these  possible  negative  
implications  that  could  happen.  But  teams  also  like  it  
because  they  tend  to  be  new  to  these  ideas,  so  it’s  helpful  
for  them  to  just  be  like,  here  is  the  landscape  of  things  
that  could  happen  in  a  pretty  digestible  format.”  

These  RAI  frameworks,  guidelines,  and  best  practices  established  
by  RAI  experts  were  commonly  referred  to  by  UX  practitioners  
during  their  interviews.  Given  that  RAI  was  not  part  of  their  formal  
training  or  job  requirement,  to  sensitize  themselves  to  RAI  consid-
erations,  UX  practitioners  often  explicitly  and  actively  sought  out  
these  internal  RAI  resources  as  well  as  external  literature  to  better  
understand  the  issues  and  integrate  them  into  their  work.  

However,  a  few  UX  practitioners  also  mentioned  building  frame-
works  from  scratch  to  meet  the  specifc  needs  of  an  application  
domain.  Similar  to  RAI  experts’  practices,  many  of  the  UX  prac-
titioners  in  our  interviews  talked  about  their  eforts  to  compile  
their  RAI  knowledge  and  experience  into  actionable  RAI  guidelines  
and  best  practices.  Some  UX  practitioners  even  integrated  RAI  into  
their  standard  practices  and  design  pipeline:  “One  of  our  team’s  RAI  
standard  practices  is  just  how  we  collect  data,  that  we’re  putting  in  
a  process  on  collecting  data  fairly  [...]  [F]olks  have  built  out  a  much  
more  rigid  pipeline  for  how  we  collect  that  stuf  [...]  it’s  just  part  of  
the  standardized  practice  now.”  (U14).  

To  further  reinforce  their  RAI  perspective  during  the  design  pro-
cess,  UX  practitioners  implemented  responsibility  lifts,  a  series  of  
activities  at  the  beginning  of  the  design  process  to  reinforce  RAI  as  
a  lens  to  inspect  and  flter  design  ideas.  U4  talked  about  a  design  
sprint  on  ideating  about  AI  products  powered  by  LLMs:  “[RAI]  
was  called  out  in  the  brief  of  this  sprint  as  a  whole  to  think  about  
responsibility  for  any  ideas  that  we  come  up  with.  And  what  are  the  
responsibility  implications  of  those?”  Similarly,  U14  who  organized  
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the  conversational  AI  design  sprint  and  invited  internal  guest  speak-
ers  to  talk  about  RAI  at  the  beginning  of  the  sprint,  explained  his  
rationale  during  the  interview:  

“Even  just  doing  stuf  like  that  [having  an  RAI  lightning  
talk  at  the  beginning  of  the  sprint],  [...]  having  a  space  
put  in  to  any  workshop  moving  forward,  or  any  team  
doing  this  kind  of  work  with  AI  and  everything,  you  
make  the  space  for  someone  to  give  a  presentation  like  
that,  where  it  can  at  least  put  those  ideas  in  the  designer,  
and  the  prototyper,  and  the  engineers’  brains,  so  it  is  at  
least  top  of  mind  [...]  you  make  space  for  responsible  
design  and  thinking  when  you’re  in  the  thick  of  it.”  

4.1.2  Organizational  Challenges  of  Communicating  about  RAI  with  
Teams.  As  RAI  is  a  rather  new  and  still-emerging  discipline,  those  
with  expertise  are  limited,  and  practitioners  with  demonstrated  
expertise  are  often  called  upon  to  help  shepherd  projects  through  
the  examination  of  RAI  considerations  and  mitigation  strategies.  
Many  RAI  experts  and  UX  practitioners  in  our  study  were  members  
of  centralized  teams  and  were  often  positioned  to  apply  RAI  exper-
tise  horizontally.  As  such,  both  RAI  experts  and  UX  practitioners  
described  “dropping  in”  and  then  out  of  specifc  teams  to  conduct  
RAI  work  in  particular  phases.  

Due  to  this  form  of  centralized  organizational  structure  (rather  
than,  for  instance,  embedded  RAI  experts  and  UX  practitioner  with  
permanent  roles  on  a  single  AI  team),  many  RAI  experts  and  UX  
practitioners  thus  invested  signifcant  time  in  sensitizing  members  
of  the  teams  they  were  “dropping  in[to]”  to  RAI  considerations.  
Oftentimes,  RAI  experts  and  UX  practitioners  joined  AI  projects  that  
were  still  relatively  early  in  development,  but  which  had  already  
begun,  making  it  more  difcult  to  reverse  decisions  that  had  already  
been  made  or  shape  the  design  direction  in  fundamental  ways,  
particularly  as  they  worked  to  understand  and  navigate  the  power  
dynamics  among  the  AI  team  with  whom  they  were  working.  

Both  RAI  experts  and  UX  practitioners  talked  about  how  the  
norms  and  implicit  values  associated  with  the  larger  organizational  
culture  incentivized  “moving  fast”  and  emphasizing  positive  out-
comes  of  AI  systems  [cf.  53,  70,  84].  This  remained  a  challenge  even  
for  RAI  experts  who  were  in  formal  positions  as  RAI  reviewers  or  
ethics  consultants  that  had  more  power,  sometimes  with  blocking  
power,  over  project/product  directions  and  releases.  In  their  inter-
views,  many  RAI  experts  said  they  mostly  worked  with  teams  that  
voluntarily  reached  out  to  them  for  RAI  consultations  and  reviews.  
These  teams  tend  to  be  more  open  to  suggestions  and  critiques  
that  RAI  experts  brought  up  during  the  process.  Many  RAI  experts  
emphasized  teams’  openness  in  discussing  RAI  and  initiatives  in  
making  changes  as  paramount  when  working  with  the  teams  on  
RAI  issues:  

“[RAI  consultations]  is  very  much  conversation-based.  
And  we  steer  the  conversations.  But  the  important  thing  
is  that  the  interest  has  to  come  from  [the  product/project  
teams].  It  has  to  be  that  they  want  to  change  their  beliefs  
and  behaviors.  We  can  try  and  impose  it,  of  course.  
It’s  always  better  if  this  kind  of  culture  change  comes  
internally  rather  than  externally.”  (R3)  

However,  this  was  not  always  the  case  for  UX  practitioners  who  
had  less  power  to  sway  the  project  directions  over  potential  RAI  
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concerns. UX practitioners also worked closely with the teams 
on the design and development of the products on a day-to-day 
basis and faced the same time constraints alongside the product 
teams. In the face of these pressures, UX practitioners described 
using a combination of communication techniques and product 
team activities to reconcile these incentives for speed with the 
introduction of new, more intentional RAI processes that encourage 
refection on a range of potential outcomes and harms of AI systems. 

Here, UX practitioners emphasized the importance of communi-
cating potential RAI issues strategically and presenting themselves 
in a supportive role, rather than being seen as a “blocker.” U8 told 
us, “Making it as blameless as possible is one of the best things we’ve 
learned. I’m not trying to tell anyone they’re bad, I’m not trying to 
freak anyone out. I more want to highlight, here’s something that 
could go wrong. Here are the ways that people could be afected, here’s 
the ways the business could be afected. You can choose to act on that 
or not, but I would strongly advise you to do so.” 

In the face of organizational pressures to ship products rapidly, 
UX practitioners took on additional hidden work to sensitize their 
team and organizational leadership to the potential harms of AI 
systems and the importance of mitigating those harms prior to 
deployment—crucial labor that was not always recognized as being 
core to their work by their organization. 

When not directly negotiating with team members or organi-
zational leadership about RAI concerns, UX practitioners would 
sometimes create activities or documents meant to enable team 
members to respond to RAI issues. One strategy included showing 
potential impacts through user testing that surfaced concerns, or by 
creating artifacts that illustrate potential harms. For example, U12 
had difculty getting their team to respond to potential concerns 
and ran a team activity to create fake newspaper headlines [cf. 115] 
to illustrate how things could go wrong: “I had put together a deck of 
like fake headlines of how this could go wrong. [...] I think at the time 
I think it had a big efect. People backed of the idea, we didn’t have 
to go any further with it.” This activity and others like it were part 
of the additional work that UX practitioners took on to sensitize 
others in the AI teams they worked with (and the company more 
broadly) to the range of potential harms from AI systems. 

4.2  Responsible  Prototyping:  Ideating  and  
Building  with  Machine  Learning  Models  

During the interviews, both sets of practitioners described how they 
understood RAI in terms of anticipating and surfacing harms that 
AI technology could bring to the end-users, society, and the public. 
They both brought up similar sets of harms in their interviews that 
they tried to anticipate and surface, which included, but were not 
limited to: safety, misinformation, inequity and/or culture and iden-
tity erasure, stereotyping, over-reliance on AI, anthropomorphism 
of AI, toxicity and/or ofensiveness, and privacy. 

However, RAI experts and UX practitioners approached this 
operational defnition of RAI diferently based on their respective 
methods and perspectives. In their interviews, RAI experts told 
us that given their expertise and the nature of their jobs, they 
were often invited by the teams to explicitly and intentionally look 
for RAI issues and concerns, often through question-asking and 
adversarial testing. As R8 described, “I think the vast majority of 

people are not thinking adversarial-y. I’m here to think about the 
worst of the worst. That’s what I was hired to do.” When asked about 
how they helped the teams to surface harms, R6 said, “It’s honestly 
just asking questions. This job is mostly just knowing what questions 
to ask. It’s just critical thinking, and it’s helping other teams think 
critically about their projects. We’re always asking, what is the worst-
case scenario?” 

In contrast, while UX practitioners were not trained or required 
to surface and anticipate potential AI harms in their day-to-day 
work, we found that UX practitioners were committed to surface 
and anticipate harms from their unique human-focused perspective 
and with their unique skills, methods, and tools during their design 
and prototyping process. 

In this section, we describe how UX practitioners anticipated 
potential harms by envisioning how user interface design decisions 
could infuence the users’ mental model of AI, and how they at-
tempted to surface harms by leveraging both traditional and new 
approaches to design and prototyping. 

4.2.1 Considering the Consequences of Users’ Mental Models of 
AI. During the interviews, UX practitioners told us that due to 
the stochastic nature of ML models they typically work with (in 
particular, generative language models, which often include some 
stochasticity to aid in producing variety in the model outputs), 
they were often concerned about how users would perceive AI 
applications driven by these models. In part, UX practitioners were 
concerned that users might overestimate the capabilities of the 
language model or treat the model as if it were human-like (i.e., 
anthropomorphizing it [80, 104]). UX practitioners felt responsible 
for appropriately communicating model capabilities to users, both 
through how they designed the user studies as well as the design of 
the application interface. For example, U1 discussed the potential 
misinterpretations of AI technologies such as LLMs: “I think one 
of the other things about this technology [LLM] that is like, really a 
misnomer, is that, a lot of people see it as this, like general-purpose 
chatbot frst and then, ‘oh, it can do all this other stuf.”’ 

To mitigate the potential consequences of people’s mental mod-
els of AI technology, UX practitioners leveraged diferent design 
strategies and techniques. During the interviews, UX practitioners 
mentioned techniques such as putting constraints on user input 
and model output, to limit model behavior (e.g., preventing it from 
generating answers to of-topic user questions) in AI applications; 
designing LLM-driven AI applications that are not chatbots to ex-
pand people’s understanding of LLMs; or changing the appearance 
of the UI of a chatbot application when they discovered users’ expec-
tations of an LLM-based chatbot didn’t match the actual language 
interaction: ‘So we had to reconfgure how we show these prototypes 
visually and also how we communicate about what these prototypes 
are. And that [higher-fdelity UI] was vital to change up. So the team 
quickly responded and changed the way that it looked, and they 
changed it from looking like a product to looking more like, terminal, 
like a very simple, old-school Lo-Fi terminal chatbot.” (U7). 

Other UX participants brought up the need to build features and 
functions to allow users to dig deeper into the AI technology’s ca-
pability, to improve their understanding of the model. For example, 
U14 said “Providing the insight for the user on what features and 
capabilities are possible helps expand the user’s mental model of how 
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they can interact with the system. That all develops trust [built on] 
knowing what’s possible and what they can use the system for.” 

During her interview, U10, a UX researcher, also refected on the 
UX practitioners’ role and obligation in design to help users with 
low technology literacy understand the AI system and avoid overes-
timating the model’s capability or erroneously anthropomorphizing 
the LLM: 

“[W]e might have many users who don’t even know 
what AI or ML is. And so there were defnitely com-
ponents that I think [raised] a very big, open question 
for me, in interviews where I asked people how they 
thought it worked, and they’d be like, ‘There’s a person 
that’s looking at these, and they get back to you really 
quickly.’ And so, there’s this question about what obli-
gation, if any, do we have to correct that misconception, 
and what potential downstream harm could having that 
misconception lead to, and what might onboarding to 
a system like this look like for people who have lower 
tech literacy? [...] How do you help people understand 
that this is an AI system and what that means?” 

4.2.2 Examining ML Models through “Test-Driving”. A large part of 
UX designers’ job during early-stage AI application design, besides 
representing the user perspective as part of standard UX practice, 
was to understand the potential harm and capability of the ML 
model underlying the AI application. To do this, UX participants 
described how they supplemented traditional UX design and proto-
typing methods with novel emerging methods to surface potential 
RAI issues that traditional methods may not have been able to 
uncover. 

Several participants mentioned using traditional UX design meth-
ods such as Wizard-of-Oz studies or toy examples to quickly test 
out their AI design ideas. However, they also pointed out that these 
traditional design methods are fawed, as their ability to surface 
real-world RAI issues is limited. The scope, time frame, and re-
searcher supervision constraints of typical user studies don’t allow 
users to bring in situ, authentic personal data, needs, and use cases 
to bear on model interaction (U3). In part, the organizational factors 
that we described in section 4.1.2 impact UX practitioners’ ability 
to conduct more longitudinal studies of the harms of AI systems 
in a more ecologically valid context. To work around those con-
straints, UX practitioners used toy examples they believed to be 
representative of usage scenarios. 

However, as described by U10, the use of toy examples during 
user studies makes it difcult to surface RAI issues based on real-
world usage: 

“[O]ne of the hardest parts of prototyping a tool like 
this, is that it’s a highly personal experience when you 
have a health condition, and your level of anxiety might 
be incredibly high or your level of investment in fnding 
relevant information may be way higher than you can 
get in an actual study [using toy examples]. And so, 
that’s been a big challenge for us, is reading the tea 
leaves a little bit...” 

Many of the UX participants in our study were able to get access 
to emerging UX prototyping tools that allowed UX practitioners 
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to interact with the ML models directly. For example, the Prompt-
Maker tool we provided in the interview was already used by several 
UX participants. During prototyping activities that involved model 
prompting, UX practitioners performed what many referred to as 
“test-driving,” which refers to the activity of continuously probing 
model outputs using diferent natural language prompts (that serve 
as input to the model) to understand model capabilities and limita-
tions, in order to determine ft between a design idea and model 
capabilities. UX practitioners considered good prompt design to be 
an “art form,” in that it was difcult to identify reasons why prompt 
construction led to certain model outputs, making repeatable best 
practices and rules hard to distill. U5 recounted: 

“I think it’s [PromptMaker] a great tool to ‘scratch pad’ 
with, to move really quickly to just try something new. 
But generally, prompting is really weird. It’s a kind of 
weird art form. Little weird things like just having one 
space key at the end of your prompt can change the 
complete output of what comes out. That’s really subtle 
and hard to have somebody to understand what that 
means. So it’s a useful tool, I love it, it was the most 
accessible thing I think that we’ve created so far. But 
it’s not just self-service yet, or intuitive enough on its 
own.” 

This lack of consistency and intuitiveness of model prompting 
made it challenging to come up with a consistent practice to ad-
dress the need to test-drive model interaction during early-stage AI 
application design. During his interview, U3 also raised the issue 
that prompting could further introduce bias, requiring intentional 
eforts to avoid “codifying our own belief systems. I think what hap-
pens is the minute you get a new user that starts to ask questions 
to your system, then we need diferent sets of belief systems. And so 
if you’re not thoughtful to [that] fact, your prompt might represent 
your beliefs in a stronger way...” To mitigate this RAI issue during 
responsible prototyping, U3 said he liked to crowdsource few-shot7 

examples, and intentionally eliminated prompts that looked too 
similar: “Because what I’m really looking for is, I’m looking for few 
shots that represent a diversity of types of input that might come in. 
And sometimes I even model, slightly adversarial examples.” However, 
most UX practitioners currently lack a standard practice to address 
this, beyond trying to diversify few-shot examples or deferring to 
user testing, which we discuss below. 

4.3  Responsible  Evaluation  of  AI  Applications:  
Involving  Users  to  Assess  Responsible  AI  

In our interviews, both sets of practitioners explained how they 
saw inclusion of a diversity of experiences and perspectives as a 
core dimension of RAI. Almost all RAI experts in our study pointed 
out the importance of user research and evaluation in ensuring 
accountability and responsibility, as well as validating and refecting 
on the social benefts of the AI products during the early-stage 
design process. 

However, several RAI experts called for longer-term engagement 
with users throughout the AI product lifecycle given that traditional 
user evaluation and testing might not be sufcient in designing 

7“Few shots” here refers to the small number of examples that UX practitioners feed 
into PromptMaker as inputs to the LLM. 
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RAI. For instance, R5 critiqued the short-term nature of user testing 
and questioned the assumptions in traditional user testing and 
evaluation processes: 

“I think at base level, not making research just be like 
a short-term, one-of thing, but having it be something 
that you are doing constantly at all diferent parts of 
this design process. Making sure that [...] you are not 
just going in with pre-thought of categories where you 
are like, ‘Ok, this is how we defne failure. Has this 
failure happened? No, it hasn’t. Ok, great.’ but kind 
of like collectively defning some of those terms with 
the users. I think just having that process be integrated 
throughout all of these diferent steps would probably 
be a little bit more helpful.” 

Other RAI experts in our study more explicitly called out their 
aspiration of taking more participatory approaches to involve users 
as well as external stakeholders in the design and evaluation of RAI. 
For example, R2 said, ‘I don’t think responsible AI can be achieved 
without some form of robust participation in a nutshell. For me, respon-
sible AI is the extent to which it can be made participatory. Responsible 
AI is participatory AI.” 

Through our interviews with both RAI experts and UX practition-
ers, we found that while involving users and taking participatory 
approaches to evaluate RAI remained largely an aspiration from 
RAI experts, UX practitioners, with their disciplinary perspective 
towards involving users and other stakeholders in design and eval-
uation, were already carrying out this aspiration through involving 
prospective users of a future AI application in the design process 
to surface and assess RAI issues. 

In this section, we outline UX practitioners’ processes and chal-
lenges for involving users in the process of evaluating potential 
RAI issues: from preparing the model prior to involving users, to 
coping with unexpected model output during user evaluations. 

Due to the inherent stochasticity of generative language models, 
UX practitioners frequently witnessed model outputs that they 
considered to be toxic8 when testing ideas through direct model 
interaction. Many UX practitioners, while hoping to get users in-
volved as early as possible in RAI research to surface and identify 
potential harms, were also concerned about exposing users to these 
outputs. U8 told us that he was primarily “concerned [with] what 
can I do before this gets to someone who’s not on the team...” 

To address the uncertainty associated with potentially harm-
ful model outputs, before inviting users in to interact with these 
models, teams generated a wide range of constraint-based input 
and output suppression techniques that often relied on classifers 
and flters. U15 described approaches to handling input and out-
put that was “inequitable” in terms of ofending particular groups: 
“One [technique] is [to] detect if the user[s] themselves are initiating 

8We note that there is no single, agreed-upon defnition for ‘toxic’ language model 
output, though proposed defnitions often include “profanities, identity attacks, slights, 
insults, threats, sexually explicit content, demeaning language, language that incites 
violence” [104] or language that targets specifc people or groups with hostile, malicious 
or marginalizing intent [cf. 63, 104]. Practitioners in our study also referred to toxicity 
in these ways. Debates in the RAI community more broadly problematize defnitions 
of toxicity that position it as a property of the language artifacts themselves, detached 
from the social event or contexts surrounding specifc uses of language. 

         4.3.1 Preventing Harmful Model Output Prior to User Involvement. 

something that is inequitable, if the model is giving out something 
that is inequitable, and [another] thing that we did was reduce the 
scope of what the model can do in terms of its output. The [other] is 
reduce the scope of what a person can do in terms of its input into 
the model.” Sometimes, UX practitioners curated resources used to 
classify and mitigate toxicity: “We put in place a bunch of flters to 
make sure that it’s on topic, that it’s not ofensive, that it doesn’t use 
a set of words or phrases that we’ve specifcally banned.” (U1) 

However, it was not always possible to prevent harmful model 
output entirely, in which case practitioners had to come up with 
other user study safeguards. U14 described these challenges in the 
context of their experiences in an AI application design sprint, 
during which they met milestones related to ideating, designing, 
prototyping, and conducting user testing with the prototypes all 
within a matter of days: 

“I think we had two and a half days until we were 
actually testing in front of [external, prospective] users, 
so it was so fast and rapid, which is one of the pros about 
it [...] but if something did go wrong, and if [the model] 
did come up with bad suggestions, or if we did have an 
answer that went of the rails, we couldn’t just shut it 
down ... [all we could do] was just make the screen go 
blank, and hopefully they didn’t see it in that second.” 

Although developing guardrails and constraints is a common 
strategy to mitigate and prevent RAI issues with large-scale models 
(albeit one that may reproduce existing structural inequities in AI 
[37, 89]), some practitioners pointed out the importance of explor-
ing other approaches, so as to not over-limit the types of inputs and 
topics that users can discuss. As R1 told us, “I think we need to fgure 
out how to teach the model in a controlled-generation way, to respond 
more appropriately so you’re not always taking the sledgehammer 
and just suppressing results.” 

However, as R8 told us, UX practitioners and product teams 
also struggle with developing more fexible mitigation approaches 
for complex algorithmic assemblages, for which they believed a 
constraint-based mitigation strategy was the best feasible option 
for mitigating potentially toxic output: “[for some applications] it’s 
actually many models at once. [...] For [product] purposes, a blocklist 
at the code level is really the most feasible thing because [a product 
application team] can’t go back and retrain the model.” 

4.3.2 User Evaluation of the AI Application. Through our inter-
views, we found that UX practitioners ascribed specifc purposes 
and meaning to user evaluation in order to meet RAI challenges 
in early-stage AI application design. They saw user testing as an 
avenue for surfacing and identifying levels of comfort with large-
scale model interactions and identifying possible RAI concerns 
through user evaluation of AI application prototypes. Here, the 
line between user feedback about a potential AI application, and 
adversarial testing9 of the model underlying it, has the potential 
to blur. As U7 told us, “We have to change our perspective on how 
we user test these things [AI prototypes] and think about the greater 
good because if we just focus on ‘oh the button needs to change’ and 
‘people didn’t like the font size,’ we’re in trouble.” 

9Adversarial testing here refers to intentionally creating inputs that could lead to 
harmful model output, to better understand triggers for such output and the potential 
forms such output might take [e.g., 46, 81]. 
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To surface and mitigate RAI issues during user evaluations, UX 
practitioners often sought to recruit a broad range of users to im-
prove diversity in user testing. This often includes, but is not limited 
to, recruiting for users across diferent demographics, race, gender, 
tech literacy, age, etc. However, UX practitioners also needed to 
balance resource and time constraints while trying to diversify user 
testing eforts. This often leads to the need to prioritize certain RAI 
issues for user testing. For example, U15 described how he gave 
suggestions on prioritizing the RAI issues that the team knew the 
least about, given limited time and resources: “There are 21 things 
that you are doing. My suggestion would be to look at these fve ini-
tially and redesign because my understanding of the model is that 
these fve things have not been tested previously. [...] Let’s focus on 
things that we know the least about.” 

Many UX practitioners talked about the importance of prepar-
ing users for potentially toxic or otherwise harmful outputs that 
the AI application might generate during user evaluation sessions. 
Many also described their anxiety around viewing unpredictable 
model outputs with the users during these sessions. To mitigate 
this, UX practitioners discussed the importance of setting expec-
tations and communicating with users at the beginning of user 
testing sessions: “You are showing them to an end user at the same 
time you’re seeing them yourself. And so there’s a certain amount 
of anxiety there. So, in the research protocol, it’s really important to 
be able to set people’s expectations: ‘This is early technology, if you 
see some things that are harmful, I want you to be able to talk to me 
about it. I’ll have some narrative to help you understand what you’re 
seeing.”’(U3) 

UX practitioners also pointed out the difculties users could 
face in providing honest feedback and surfacing RAI issues that 
were meaningful to them during user study sessions. User stud-
ies, especially those in which the researcher and participant have 
not built a relationship, have always grappled with the potential 
for social desirability bias, participant conformity to researchers’ 
expectations, and preferences to avoid taboo topics or embarrass-
ing (or personally invasive) social interactions. These concerns are 
made more salient when evaluating high-fdelity AI applications, 
given that large models could generate unpredictable and harm-
ful outputs. To help mitigate this challenge, UX practitioners also 
sought to create a safe and encouraging environment for users to 
feel comfortable discussing RAI issues. U13 described one strategy 
they used to accomplish this by matching identity characteristics 
like practitioners’ race and ethnicity with those of users, to help 
them feel comfortable talking about potential RAI concerns: 

“I think one of the things [for] responsible AI consid-
eration is when you’re doing user research, does the 
makeup of your team and the people who are inter-
viewing those folks, are users comfortable talking to 
them about fairness issues? We always try to match 
the race of the moderator to the race or the ethnicity of 
the participant for psychological safety. Because a lot of 
times, users don’t really feel comfortable talking about 
inequity with a person who may not have experiences 
with systemic inequity. How are you making sure that 
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you’re conducting not just research with users responsi-
bly and ethically, but also you are pairing them with 
interviewers that could lead to honest feedback.” 

Next, we refect on our fndings and the ways in which, taken 
together, they suggest an evolution of UX praxis. We conclude by 
refecting on opportunities for HCI research to move our feld closer 
to designing responsible AI. 

5  DISCUSSION  
In our fndings, we highlight three types of emerging RAI practices 
carried out by UX practitioners to meet RAI challenges: building and 
reinforcing an RAI lens, responsible prototyping, and responsible 
evaluation of AI applications. Specifcally, we identifed strategies 
that UX practitioners employed to self-educate and communicate 
with others about potential RAI issues; challenges during proto-
typing, such as communicating model capabilities (and limitations) 
to users; and current approaches to responsible evaluation of AI 
applications, including preparing both the models and the users for 
potentially harmful model outputs. 

In this section, we frst discuss implications of the hidden work 
of RAI conducted by UX practitioners, highlighting the labor as-
sociated with these practices. We then discuss research opportu-
nities and ways to support UX practitioners in their RAI practice, 
particularly for applying large-scale language models to develop 
applications. Finally, we identify opportunities to reconfgure the 
role of the user in designing RAI. 

5.1  Supporting  the  Hidden  Work  of  RAI  in  UX  
Practice  

In light of increasing calls for UX practitioners to be involved in 
the work of identifying and addressing issues of RAI in technology 
design [e.g., 13–15, 53, 69, 70, 84], we highlight the hidden work 
that UX practitioners are conducting to meet RAI challenges. We 
call out this hidden work by situating UX practitioners’ emerging 
RAI practices in the context of the work conducted by RAI experts 
in their formal RAI roles. We fnd that UX practitioners and RAI 
experts share similar conceptualizations and aspirations for the 
human impacts of AI—they both saw RAI as, in large part, antici-
pating, surfacing, and mitigating a variety of potential harms for 
users and other stakeholders who may be impacted by a given AI 
system. Through our study, we see RAI experts carrying out the 
work of developing the RAI agenda, guidelines, toolkits, evaluation, 
and foundational research at an organizational level throughout 
the entire AI design and development process, while UX practition-
ers operate in specifc application areas, contexts, and domains to 
actively promote, implement, and adapt RAI to ft their day-to-day 
work in early-stage AI application design. 

Drawing upon their unique human-centered values and design 
techniques, UX practitioners are adapting their UX practices, negoti-
ating their respective roles in RAI work, and learning and educating 
others about human-centered values and RAI concerns. However, 
carrying out these RAI eforts often requires UX practitioners to 
devote additional time and eforts in their day-to-day work, or what 
Star and Strauss [1999] have described as “invisible work,” or akin 
to what Strauss [1988] has referred to as “articulation work,” or the 
work required to make other work happen. 
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We fnd that UX practitioners take on a translation role [cf. 23] 
to adapt high-level RAI guidelines into specifc practices applica-
ble for their teams, given that RAI issues are often domain- and 
technology-specifc [e.g. 30]. Our fndings thus encourage more 
HCI research eforts to understand how to design RAI guidelines 
and frameworks that can be easily tailored to ft into existing UX 
workfows and methods. A good starting point would be to under-
stand how UX practitioners adapt and apply existing RAI guidelines 
and frameworks to ft their workfows and, accordingly, provide 
design implications on RAI tools, practices, and frameworks for UX 
practitioners. 

Oftentimes, UX practitioners also need to take on additional 
work to learn more about RAI given that RAI and design ethics are 
often not included in many HCI and UX curricula [108], as well 
as educating others on their team about UX methods, values, and 
impacts of AI systems on people through strategic communica-
tion. Our fndings suggest that these emerging roles as learners 
and educators for the UX aspects of RAI may need to be explicitly 
articulated as part of UX practice in order to be valued by UX prac-
titioners’ organizations [cf. 23]. Organizations could also provide 
UX practitioners with resources and guidance to help them raise 
RAI concerns, as prior work has proposed for AI practitioners more 
broadly [70, 84, 114]. UX-specifc resources might thus be designed 
to support UX practitioners in taking on more of such an advocate 
or activist role [cf. 23, 112] in working towards more responsible 
AI design and development processes. 

This labor that we outlined above not only requires additional 
eforts and time from UX practitioners, but also takes the form of 
emotional (or afective) labor, which Wong [2021] has identifed 
as being a crucial part of designers’ ethics work, despite not being 
valued as part of the typical technology design process. The hidden 
work of RAI conducted by UX practitioners is often not recog-
nized or valued by their managers or organizations, and therefore 
constantly at risk of being deprioritized in the face of competing 
priorities and limited resources [113], or leading others to view UX 
practitioners as a “blocker” of the design and development process. 

In our study, we also fnd that in order to surface potential RAI 
issues in application design, UX practitioners intentionally and 
repeatedly generate and witness harmful and toxic outputs through 
model prompting, as well as prepare participants in their studies to 
view such toxic content. Much like Gray and Suri [2019] identifed 
for content moderation, the burden of viewing harmful content 
often falls to those who are least likely to be protected from or 
compensated appropriately for handling the toxic externalities of 
large-scale sociotechnical systems. 

5.2  Challenges  and  Opportunities  in  
Responsibly  Designing  with  Large  Language  
Models  

In addition to implications for the work of UX practitioners in RAI 
more broadly, our fndings suggest specifc implications for the 
design of new tools and methods for UX work in responsible design 
and evaluation of AI applications powered by LLMs. Existing ethics-
focused design methods [24] or frameworks such as value-sensitive 
design [42] largely do not focus on AI or language models, while 

existing AI ethics toolkits are largely designed to support “techni-
cal” work of RAI, rather than UX practices [114]. Indeed, despite 
its prevalence in the academic literature, none of our participants 
mentioned using value-sensitive design as an approach to designing 
RAI. In our study, we fnd that traditional HCI methods such as 
Wizard-of-Oz studies are not only insufcient to support UX prac-
titioners in their ideation and design processes for AI applications 
powered by LLMs [38, 118, 119, 122], but they are also insufcient 
in helping UX practitioners identify and evaluate potential RAI 
issues through real use cases in early-stage AI application design. 

Our study sheds light on the opportunities and challenges for 
RAI from the emerging design and prototyping practice of prompt 
programming with LLMs. In their interviews, while many UX prac-
titioners talked about the many advantages that the prompt pro-
gramming tool PromptMaker brought to them (e.g., test-driving 
model capabilities directly, reduced reliance on other experts like 
engineers, and data scientists [97, 118]), practitioners also pointed 
out that it is not yet a mature tool for RAI design. 

One substantial risk of using prompt programming to uncover 
RAI issues during the design and prototyping of high-fdelity AI 
prototypes, as pointed out by the UX practitioners in the interviews, 
is the danger of embedding their belief systems into users’ experi-
ence of the AI system via prompting. Similar concerns were also 
raised regarding the use of prompting or generating “behavioral 
tests” [14, 86] to prompt models to generate harmful outputs, which 
may be limited by the positionality of the practitioner or researcher 
creating those tests [14, 123]. 

While some UX practitioners in our study attempted to mitigate 
this issue by crowdsourcing prompts [e.g., 75, 77, 78], this mitigation 
strategy may be hindered by a lack of representative groups10 of 
participants as well as a disconnect between the abstract model 
the tests are created for and the downstream application of that 
model within a particular sociocultural context and use case. As 
a result, new tools and methods are needed that can ground the 
often speculative work of anticipating potential harms of language 
models in their specifc contexts of use, rather than abstracting that 
social context away [cf. 117]. 

Substantial prior work has identifed the potential harms of 
technologies built on LLMs [e.g., 8, 15, 105], while at the same 
time acknowledging the challenge of evaluating and mitigating 
such harms [14, 100, 123] and calling for HCI and UX researchers 
and practitioners to contribute a human-centered perspective to 
identifying and addressing RAI issues in LLMs [12–15, 123]. Our 
fndings suggest that constraint-based input and output suppression 
techniques such as blocklists are a commonly used strategy to 
prevent users from encountering toxic output during user testing, 
in addition to preventing models from generating such output after 
deployment as well [37, 89]. 

As prior work has identifed [37, 89], blocklists are crude instru-
ments that may lead to harms of erasure [33, 37] if and when they 
fail to account for the social context of language use [cf. 11, 14, 123]. 
However, although practitioners acknowledged in their interviews 
that such suppression techniques are not ideal, it is often the most 

10The question of what, precisely, “representative” might mean may be complicated 
by the lack of a specifc deployment context or use case for LLMs prior to their use 
in an application, as Chasalow and Levy [2021] has discussed for the concept of 
representativeness in machine learning more broadly. 
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feasible option they have, given that product teams often deal with 
cascading RAI issues from upstream models they may not have 
access to or control over. As such, more research is needed to under-
stand how—in development paradigms where pre-trained models 
are fne-tuned or used in downstream applications [15, 58]—RAI 
issues may be propagated from the beginning of the model devel-
opment to the design process of AI applications. In addition, more 
research is needed to understand how constraint-based approaches 
such as classifers and blocklists are developed and used, and by 
whom, to interrogate the assumptions underlying their design. 

5.3  Reconfguring  the  Role  of  the  “User”  in  RAI  
Recognizing the limited perspectives of researchers and practi-
tioners involved in AI design, there are increasing calls for more 
user-centered or participatory approaches to responsible AI [e.g., 
4, 29, 35, 52, 64, 91, 102, 111]. In our study, we found that UX prac-
titioners involve members of the public, potentially impacted user 
groups, and domain experts in the design and evaluation of RAI ap-
plications; however, this new practice of involving users and other 
impacted stakeholders in RAI work poses new challenges and re-
search questions for the HCI community, including when and how 
people should be involved in RAI design and evaluation, as well as 
how to protect people from any potential harms of participating in 
those processes. 

Our fndings suggest opportunities to rethink how UX practi-
tioners conceptualize and draw on people’s11 mental models of AI 
applications during the responsible design and evaluation of AI 
systems. For instance, prior work on folk theories of algorithms 
[e.g., 34, 39, 62, 93] suggests that the accuracy of folk theories of 
how algorithms work may be less critical for UX practitioners than 
what those folk theories (or mental models) of algorithms reveal 
about people’s orientations towards algorithmic systems. In our 
fndings, UX practitioners’ concerns about people anthropomor-
phizing LLMs may suggest opportunities (e.g., more seamful design 
[21]) to reveal the capabilities and limitations of applications based 
on LLMs. 

In addition, our fndings suggest the need to reconsider how 
UX practitioners confgure the role that users and other poten-
tially impacted stakeholders play in identifying and mitigating RAI 
issues. For instance, we see UX practitioners using user testing 
sessions to conduct adversarial testing of potential model harms; 
prior literature has suggested crowdsourcing [77] or using “bias 
bounties”12 [49] or “crowd audits” to identify potentially harmful 
model outputs [35, 91]. However, these approaches are still nascent, 
and UX education and praxis has not yet developed robust methods, 
frameworks, and practices for UX practitioners to either lead such 
eforts themselves or incorporate their results into UX design and 
evaluation. Moreover, as we fnd in our work, the nature of identi-
fying potential RAI harms may lead to unintended consequences 
for the participants in such studies who may either have to gener-
ate ofensive, toxic output themselves, or be exposed to ofensive 

11Although standard UX practice may be to refer to “users,” given the wider-reaching 
efects of AI systems on people beyond just their users (e.g., data- or decision-subjects, 
or society more broadly), it is critical to consider stakeholders beyond just end-users 
[cf. 99].
12https://blog.twitter.com/engineering/en_us/topics/insights/2021/algorithmic-bias-
bounty-challenge 
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language as a result of prompts that the UX practitioners or other 
participants create. Future research should thus explore ways to 
protect participants from these toxic externalities of RAI work. 

Furthermore, despite calls for broader participation, participa-
tory design (PD), or community-based design of AI, the current 
modes for engaging people in responsible AI evaluation may not 
deliver on the empowering goals of participatory approaches [29]. 
For instance, relying on users (and other stakeholders) to identify 
potential harms may inadvertently relegate them to a more consul-
tative or extractive mode of engagement, rather than empowering 
them to have more generative, creative input into RAI design, as 
suggested by traditions such as participatory design [e.g., 29, 74], 
aspirations-based design [65, 101], and community-collaborative 
design approaches [26]. Moreover, the design paradigm of train-
ing large-scale AI models and applying them in downstream AI-
powered applications poses serious questions for HCI research 
about how we might develop modes of participation in RAI de-
sign and evaluation that empower participants to have meaningful 
control over the design of AI applications. 

6  LIMITATIONS  
While our work provides valuable insights into and implications of 
emerging RAI practices carried out by UX practitioners, our study 
has limitations. First, all study participants were recruited from one 
large technology company and their RAI perspectives and prac-
tices could be shaped or limited by the organization’s processes 
and culture around RAI; hence, more research is needed to identify 
the relevance and applicability of our fndings and implications in 
other industry contexts—including at smaller technology compa-
nies. That almost all participants in our study had prior experience 
working at diferent technology companies allowed us to draw from 
their prior work experience during the interviews. Second, our par-
ticipants mostly discussed their experiences related to computer 
vision and language-based ML models, as participants were pri-
marily working within these areas. Interviewing participants with 
expertise in other types of ML models, such as sound-based models, 
could identify diferent challenges, strategies, or tensions. Third, 
our study focused on one specifc style of designing and deploying 
AI systems, i.e., a model-frst trajectory [76], in which ML models 
were developed before practitioners designed and built AI products 
around the model. We acknowledge that there are other forms of 
AI application design and development, such as product-frst, or 
integrated approaches, and that our fndings might be more or less 
transferable to these processes. Future studies should replicate our 
work across organizations of diferent sizes, AI development ap-
proaches, and maturity levels [cf. 109], to expand on the practices, 
challenges, and needs associated with RAI in the UX practices that 
we identifed through our study. 

7  CONCLUSION  
This paper reports on interviews with ffteen UX practitioners and 
eight RAI subject matter experts, to understand and situate the 
emergent RAI practices of UX practitioners in a large technology 
company. Through the interviews, we identify three emerging RAI 
practices conducted by UX practitioners in AI application design: 
building and reinforcing an RAI lens, responsible prototyping, and 

https://blog.twitter.com/engineering/en_us/topics/insights/2021/algorithmic-bias-bounty-challenge
https://blog.twitter.com/engineering/en_us/topics/insights/2021/algorithmic-bias-bounty-challenge
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responsible evaluation of AI applications. We distill challenges and 
strategies UX practitioners employed to self-educate and commu-
nicate RAI issues with the team, to surface and identify potential 
harms when designing and prototyping with ML models, and to 
involve users in RAI application design and evaluation processes. 
Based on our fndings, we discuss and highlight the hidden work 
of RAI carried out by UX practitioners. We then outline research 
opportunities and questions for the HCI community, to increase 
practitioner support for managing RAI challenges, and to move 
towards best practices for participatory involvement of impacted 
stakeholders in RAI-related processes. 
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