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ABSTRACT
The development of Autonomous Vehicle (AV) has created a novel
job, the safety driver, recruited from experienced drivers to super-
vise and operate AV in numerous driving missions. Safety drivers
usually work with non-perfect AV in high-risk real-world traffic
environments for road testing tasks. However, this group of work-
ers is under-explored in the HCI community. To fill this gap, we
conducted semi-structured interviews with 26 safety drivers. Our
results present how safety drivers cope with defective algorithms
and shape and calibrate their perceptions while working with AV.
We found that, as front-line workers, safety drivers are forced to
take risks accumulated from the AV industry upstream and are
also confronting restricted self-development in working for AV de-
velopment. We contribute the first empirical evidence of the lived
experience of safety drivers, the first passengers in the development
of AV, and also the grassroots workers for AV, which can shed light
on future human-AI interaction research.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in collab-
orative and social computing.
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1 INTRODUCTION
The arrival of autonomous vehicle technologies is expected to revo-
lutionize human daily transportation and promises to enhance road
safety, comfort, and mobility. This rapidly growing field has estab-
lished a thriving industry in just a matter of a decade [8, 78]. "Safety
Driver" is born of this trend. For technical, legislative, and ethical
reasons, fully automated vehicles have not yet been widely imple-
mented, human supervision of AV will still be needed for a long
period [36, 54]. Hence, AV companies recruit experienced drivers
as safety drivers to supervise and operate autonomous cars to en-
sure safety and conformity. Safety drivers typically have close and
long-term interactions with autonomous vehicles in real-world sce-
narios. Understanding their practices, experiences, and challenges
when working with highly automated systems can offer a glimpse
into the upcoming autonomous society and inspire research on
human-AI interaction. However, this group is under-explored in
the HCI community. Most studies on human-autonomous vehicle
interaction are based on laboratory environments or short-term
observations that may be isolated from real-world practices and few
studies have investigated the day-to-day interactions between dri-
vers and highly automated systems. To fill this gap, we conducted
semi-structured interviews with 26 safety drivers.
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We explored the following research questions in this study:
(1) What are the safety drivers’ work practices?
(2) How do safety drivers perceive, understand, and partner

with AV technologies in working with AI?
(3) What are the experiences and challenges faced by safety

drivers in working for AI?
We drew a picture of safety drivers’ lived experiences and pre-

sented how safety drivers perceive, understand, and work with AV
technologies:

• We examined how individuals with limited knowledge of AV
form and adjust their perception of AV, and identified the
factors that shape their perception.

• We investigated the transition of control between the safety
driver and the autonomous system and uncovered tensions
between organizational tendencies and individual tenden-
cies.

• We found safety drivers’ takeover decision-making charac-
teristics in high-risk emergency situations.

• We revealed the learning preferences of safety drivers: prac-
tices than theories; try and fail than smooth processes; tan-
gible and visible than abstract and invisible; and interaction
with colleagues than taught lessons.

We also presented their work experiences, challenges, and well-
beings while working for AV industries:

• We introduced their distinctive work experiences brought
about by AV.

• We dove into the ambiguous responsibility allocation and
moral dilemmas in their work.

• We revealed thewell-being challenges faced by safety drivers:
assuming risks generated by the upstream AV industries, lim-
ited opportunities for personal growth, and marginalization.

We compared our results with previous studies and explored
the potential to enhance human-vehicle partnerships and improve
worker experiences. Our research contributes the first empirical ev-
idence of long-term interactions with autonomous vehicles in real-
world scenarios. Furthermore, as a real world example of human-AI
interactions, this study can serve as an analogy for broader human-
AI research that involves real-world implications and provide in-
sights for future human-AI studies.

2 BACKGROUND
The Society of Automotive Engineers (SAE) established defined 6
levels of AV to distinguish the responsibilities between the driver
and the vehicle, ranging from Level 0 (no automation) to Level 5
(full automation) [14]. Level 1 and Level 2 are commonly referred
to as "advanced driver-assistance systems" (ADAS), in which the
human driver is in charge of driving tasks and receives assistance
from the automation system; Level 3 is able to carry out critical
driving tasks under certain conditions, and human drivers are sup-
posed to continuously monitor and take control at all times; Level
4 automation is capable of performing all dynamic driving tasks
under specific conditions, and a human driver may take control
as necessary; At the highest level, Level 5 is able to perform all
driving tasks under any circumstances without any intervention
from the driver [24, 78]. The fully automated system without any

human intervention is the desired future of AV. However, this is not
attainable in the short term, for technical, legislative, and ethical
reasons [36, 54]. Human supervision for automated vehicles is still
indispensable.

Generally, autonomous vehicles must undergo thorough public
road testing to assess their viability and safety before being made
available to the public [1]. Regions around the world have enacted
laws and regulations to guide AV real-road testing. Although reg-
ulations vary among countries, most of them require that each
autonomous vehicle be equipped with at least one human supervi-
sor, who is responsible for monitoring the vehicle to ensure that
the car is driving safely and adhering to traffic laws, and they must
be ready to take over the autonomous vehicle if necessary [86].

Up to the time of this study conducted, under Chinese legal
provisions, AV organizations have to ensure the car is under the
supervision of human drivers in public road testing, regardless
of the level of automation being tested. Driven by the fast-paced
development of AV technology and the desire to trial it in real-world
conditions, more and more AV organizations began conducting
tests on public roads, which gave birth to a new occupation, "Safety
Driver." AV organizations recruit experienced drivers to supervise
and operate AV for numerous driving missions to ensure vehicle
safety and conformity on public roads. Safety drivers usually get
along with AV closely and long-termly in real-world environments.
To some extent, they are the first passengers in the development
of AV, as well as the future workers in the upcoming automated
society.

3 RELATEDWORK
3.1 Human-AI Partnership in Highly

Automated Vehicles
Recent advances in AI technologies have led to AI systems becom-
ing more closely embedded in human society, in which people
and AI interact in complex ways and work together to collabo-
ratively solve problems and perform specific tasks [17, 67]. To
unlock the potential synergies between humans and machines,
a variety of topics in the research and application of human-AI
partnerships have been explored, such as shared mental models,
goal-alignment, and decision-making between humans and AI sys-
tems [18, 71, 74]. In highly automated vehicles, the AI system car-
ries out most of the driving tasks that were previously performed by
human drivers, however, due to many hurdles to the wide adoption
of fully autonomous driving, ranging from reliability to liability
issues, human supervision is still essential and the driver needs
to partner with the vehicle to finish driving tasks, which changes
the relationship between human and AI systems more coopera-
tively [79, 92]. Some studies are being performed to explore human-
AI collaboration in autonomous vehicle systems, focusing on trust
calibration [21, 86, 96], situation awareness [43, 45, 94], take-over
control [20, 32, 39] and Human-Machine Interaction (HMI) sys-
tems [13, 28, 90]. Shahrdar et al. [72] discussed the misuse of
automation caused by distrust and over-trust; Takács et al. [78]
summarized the challenges in supervising AV: limited human dri-
vers’ performance in terms of accuracy, time delay, and complexity,
incorrect environment awareness, untimely situation assessment,
lack of traffic information, and distraction by non-driving activities;



Autonomous Vehicle Safety Drivers’ Lived Experiences CHI ’23, April 23–28, 2023, Hamburg, Germany

Baltzer et al. [7] presented the conflicts of control authority and
responsibility distribution and the challenges of communication
and state alignment in the cooperation between humans and auto-
mated vehicles. Researchers are actively exploring approaches to
improving human-vehicle partnerships, including increasing the
explainability [41] and transparency [56] of AV systems to enhance
the calibration of drivers’ trusts [86], perceptions [33], and mental
models [88], and inventing novel HMI to improve drivers’ attention
and situation awareness [25, 46, 95], etc. Previous studies provided
valuable human-vehicle interaction insights, while most of them
were built on controlled laboratory environments or short-term
observation, which may be isolated from long-term real-world prac-
tice. This study aims to fill this gap and investigates the in-the-wild
human-AI partnerships in highly autonomous vehicles from the
perspective of safety drivers.

3.2 From Driver Experiences to Autonomy
Experiences

In the field of autonomous driving, understanding the experiences
of human drivers - an important part of future traffic by working
alongside automation systems - will contribute to future research
in human-autonomy interactions and challenges posed by automa-
tion [2, 63]. Previous studies have explored drivers’ experiences,
perspectives, attitudes, and acceptance of autonomous systems.
Karvonen et al. [37] investigated drivers’ interactions with the au-
tomated metro system in Helsinki by conducting observations and
interviews. Their findings identified the challenges faced by the dri-
vers, including the demands for dynamic, complex, and uncertain
control, the risk of decision-making in exceptional situations, and
the monotonous work routine, and also shed light on the impor-
tance of considering the human factor in the design and operation of
highly automated transportation systems. Yang et al. [93] presented
truck drivers’ on-the-road experience and subjective acceptance of
using Cooperative Adaptive Cruise Control (CACC) based on their
160-mile driving experiment in Northern California and identified
the factors influencing their acceptance and usage of CACC, such
as road environments, traffic conditions, individual differences, etc.
Lee et al. [42] conducted fieldwork involving six participants who
rode in a prototype autonomous car on real roads for six days to
investigate their experience with autonomous vehicles and identify
factors that significantly influence passengers’ trust in autonomous
vehicle including lack of information, unpredictability and value
misalignment, etc. Much of the current empirical research on auto-
mated driving experiences has focused on automated mass transit
and trucks, and the drivers in these studies typically lack practical
experience with day-to-day use of automated systems. There is
a lack of empirical research on the actual experience of drivers
of highly automated passenger cars, which is seen as one of the
most likely autonomous vehicles to be widely used by the general
public [66]. Moreover, the drivers of autonomous vehicles are also
the users of AI systems. Their experiences with AI systems are
important to consider in the development and deployment of AI
technologies. Some studies investigated the end-users’ subjective
perceptions and folk minds of algorithms to gain insights into refin-
ing human-AI interactions and improving user understanding and
trust of AI [47, 75]. Understanding non-technical users’ experiences

and perspectives about AI could serve as a valuable heuristic cue
to improve the comprehensibility, accessibility, and applicability of
AI systems to a much broader group.

3.3 AI workers and Socio-Technical HCI
The deployment of emerging technologies, including those related
to autonomous vehicles, has significantly impacted the nature of
work and the power and social dynamics within workplaces. This
shift in technology and work practices requires a rethinking of
the relationship between emerging technologies and human work-
ers [5, 10]. Manyika et al. advocated than compared to discuss
whether jobs will be lost, it was important to evaluate how work
will change due to the increased interactions of human and au-
tonomous systems [52]. Baltrusch et al. [6] investigated the impacts
of automation technologies on work quality and workers’ well-
being and identified four factors: cognitive workload, collaboration
fluency, trust, and acceptance and satisfaction. Bhoopalam et al. [40]
explored the truck drivers’ perspectives of autonomous vehicle tech-
nologies through conducting focus groups. This study reported the
concerns of one of the key stakeholder groups in the transition
to AV technology and emphasized the need for careful considera-
tion of the impact on workers and the development of strategies
to support them during this transition. Automation technologies
may change human workers from operators to more supervisory
roles [91], promote deskilling for many workers and a need for
new skills [23], create new occupations and opportunities [86],
or increase the marginalization and precariousness of low-skilled
workers [81]. When developing and deploying new technologies,
researchers are supposed to adopt interdisciplinary approaches to
form a socio-technical concept that considers not only technical
issues, but also ethical and social implications, which might reveal
important design characteristics for the integration of technology
into human society [11, 60] Safety driver as the new occupation
created by AV industries and seldom documented yet. Learning
their work practices could help us foresee how AV technology will
be embedded in our society.

4 METHODS
In order to gain a deep understanding of safety drivers’ work prac-
tices and experiences, we conducted semi-structured interviews
with 26 safety drivers in China from March to July 2022, utilizing
further in-depth probing and detailed inquiry [69]. All the inter-
views were conducted remotely due to the COVID-19 pandemic.
This study was approved by the author’s organization’s ethics com-
mittee.

Participants Recruitment. We recruited participants through
professional communities, social platforms, and personal contacts,
using snowball and purposeful sampling [65]. The sampling pro-
cess was iterative until saturation was reached. To gain a more
comprehensive picture of the experiences of safety drivers, we in-
tentionally oversampled safety drivers from different companies
and female safety drivers that we would not have otherwise. Each
participant was given a compensation of 30 USD as a token of ap-
preciation. We recruited 26 participants. Their ages ranged from
25 to 44 years old. 24 were male, and 2 were female. Their years as
safety drivers ranged from 0.5 years to 5.5 years. They came from
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Table 1: Participants Information

Demographic information Participant counts
Age 20-25 years (3), 25-30 years (7), 30-35 years (9), 35-40 years (5), >= 40 years (2)

Gender Male(24), Female(2)
Education level Middle school(2), High school(12), Junior college(7), Bachelor’s (5)

Years of being safety drivers <1 year (4), 1-3 years (12), 3-5 years (8), >5 years (2)
AV technologies worked with L3 (5), L4 (12), L3 and L4 (9)

Number of AV companies worked in 1 company (15), 2 companies (9), 3 companies (1), >3 companies (1)
Employment Status Employed (17), Dimission (9)

8 AV companies in China, and 11 of them had work experience at
multiple companies.

All participants had experience with highly autonomous vehicles
of L3 or L4. According to the interviews, both L3 and L4 AV sys-
tems were able to perform most driving tasks on urban roads and
operate independently. When encountering a situation challenging
to handle, the L3 AV system would actively hand over control to the
safety driver, whereas the L4 AV system would enter a safe state,
as defined by the system (e.g., pull over), and would not transfer
control to the human actively instead of waiting for the driver to
take over passively. Since neither L3 nor L4 autonomous vehicles
were able to perfectly handle all situations on public roads, it was
the primary responsibility of the safety driver to assess the risk level
of the current driving scenario in real-time, determine whether the
autonomous vehicle could handle it alone, and actively take over
control of the vehicle before the risk occurred.

Table 1 presents detailed demographic information for each inter-
viewee. To preserve an additional layer of anonymity and prevent
participants from being identified within their workplaces, we omit-
ted information about their companies and blurred their exact age
and years of working experience.

Procedures. Before the interview, two authors conducted a field
visit and observed safety drivers’ workflow. This served the purpose
of familiarizing the authors with the safety drivers’ work practices,
collecting background information, and guiding the outline of the
semi-structured interviews. The key sections of the interview in-
cluded: (1) participant backgrounds; (2) understanding their work
practices; (3) understanding their perceptions of AV; (4) understand-
ing their partnerships with AV; and (5) understanding their working
experiences and well-being. The average duration of each interview
was approximately one hour. Each participant was interviewed in-
dividually by two researchers using online voice communication
software, and all interviews were audio-recorded.

Data Analysis. Our data consisted of 29 hours of audio record-
ings . Firstly, three authors transcribed the interviews verbatim
and examined the transcripts. We then adopted a thematic analy-
sis approach[50] to analyze the 26 transcripts. Each participant’s
data was qualitatively coded by two or three researchers[53]. The
authors collaboratively analyzed the codes and grouped them into
themes, and refined the relevant themes in relation to the research
questions. At the end, we categorized our resultant codes and
themes into three main sections to reflect our findings: (1) work

practices of safety drivers; (2) empirical information about the per-
ceptions and partnerships of safe drivers with AV; and (3) safety
drivers’ work experiences and well-being in working for AV.

Research ethics. Before commencing the work, this study was
approved by the ethics committee of the authors’ organization. We
obtained informed consent from each participant, and participants
had the option to decline to answer any questions and terminate the
interview at any time. To preserve participant confidentiality, all
personally identifiable information was removed from research files,
and any identifying details were omitted when quoting participants,
due to the sensitive nature of the research.

5 RESULTS
This section presents the results of our interviews with safety dri-
vers. Section 5.1 describes the current work practices of safety
drivers. Section 5.2 focuses on the human-vehicle partnerships and
presents how safety drivers perceive, understand, and work with
autonomous vehicles. Section 5.3 describes safety drivers’ expe-
riences, well-being, and challenges in working for autonomous
vehicle industries.

5.1 Being a safety-driver
Recruitments. Self-driving companies generally hire experienced
drivers to ensure that autonomous vehicles can complete driving
tasks safely and are corrected in time to avoid risks and accidents.
According to our qualitative data, all participants’ companies valued
extensive driving experience, excellent responsiveness, and good
driving habits, which were considered the prerequisites for becom-
ing a safety driver and the basic recruitment requirements. Most
of the safety drivers had prior experience in one or more driving-
related occupations, such as taxi drivers (N=8), driving instructors
(N=2), chauffeurs (N=2), truck drivers (N=3), and freelance drivers
on gig platforms (N=16). We also performed statistics on the total
number of years of the professional driving experience (all profes-
sional experience related to driving, including working as full-time
drivers, freelance drivers, and safety drivers) that each participant
had up to the time of the interview, and the 26 participants had
an average of 6.8 years of professional driving experience. Addi-
tionally, the majority of the safety drivers interviewed (N=24) were
under the age of 40. Our participants responded that AV compa-
nies tended to hire younger drivers than older drivers if both meet
the recruitment criteria. Although, we did not find solid facts and
statistics to prove that younger safety drivers are better equipped
to supervise autonomous vehicles compared to older drivers in
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this study, the bias and stereotypes surrounding older workers in
the labor market may result in AV companies preferring to hire
younger safety drivers.

"Safety drivers need to understand some basic AV algo-
rithmic knowledge and technical principles, but older
people are often seen as being less open to new things
and slower to learn. I guess that’s why our company
would rather recruit and train younger drivers than
older drivers." (P4)
"You must have very sharp reflexes to monitor self-
driving cars. Older safety driversmay not react as quickly
as younger ones." (P17)
"Working as a safety driver is also physically demand-
ing. You need to be stuck in the car all day and maintain
a high level of concentration for a long time. That takes
a lot of energy and physical strength, and the younger
may be more preferable to the older." (P2)

Motivations. Our research showed that safety drivers are usu-
ally low-income workers who depend on their driving skills but
have little knowledge about autonomous vehicles. Similar to other
blue-collar groups in developing countries, they often have limited
access to employment and education [55, 76]. Only seven of our par-
ticipants had a bachelor’s degree. They relied on their driving skills
and had few other options for making a living. Many participants
expressed that being a safety driver was a worthwhile opportunity,
and a sound choice for them, as it could provide a reasonable and
stable salary and improve their standard of living to some extent.
As P8 said:

"I’m not sure what else I can do besides driving. Al-
though working as a safety driver doesn’t pay very well,
it’s enough to cover my needs. The company offers me
comprehensive insurance and a housing fund, which is
much better for me than driving on DIDI (a gig driver
platform in China)."

Aside from the financial benefits, one of the main reasons they
wanted to be safety drivers was their fascinations with and enthusi-
asms for AV. According to our interviews, most of the participants
(N=24) did not have technological backgrounds. They had little AV
knowledge but a lot of enthusiasms for AV industries. Consistent
with studies of low-skilled workers in AI industries, they were more
likely to be drawn to these industries by the promising future of
emerging technologies [82, 85].

"I love trying new things, so the chance to work with
autonomous driving really gets me pumped!" (P2)
"During the interview, the recruiter introduced the devel-
opment mileage of autonomous driving to me. I thought
it was amazing and wanted to get involved to witness
its transformation. It would be a great opportunity to
improve myself and learn some new skills." (P12)

Training and assessment. Meeting the recruitment criteria did
not guarantee these workers would become safety drivers even-
tually. Before their employment confirmation get approved, they
must undergo rigorous training and pass several rounds of assess-
ments. According to our participants, the training mainly focused

on how to operate an autonomous vehicle safely and driving be-
havior norms, through theoretical and practical training and lasted
a few weeks to months depending on their companies. The theoret-
ical training typically covered fundamental AV knowledge, driving
behavior codes, AV control methods, AV supervision precautions,
accident treatment, etc. Most participants reported that their com-
panies did not provide them with in-depth information regarding
the workings of self-driving technologies. P15 mentioned:

"In the company’s perspective, it is enough for us to
drive the car safely, and we do not need to know the
technologies behind it very well. Also, since we aren’t
particularly skilled at learning technology, the company
doesn’t feel it’s worth the effort to teach us."

For practical training, novice safety drivers typically operated
AV under the supervision of coaches or senior safety drivers. The
training scenarios progressed from simple proving grounds to com-
plex public urban roads. Over several weeks, they developed their
supervisory skills and became familiar with AV operation. There
were multiple rounds of evaluation, ranging from theoretical exams
to practical operations, with a focus on responsiveness and driv-
ing behavior. Those who didn’t pass the test must be retrained or
leave the job. "We had to pass three exams in total, and these exams
were very strict. About half of the people in our group failed," P15
said. Workers who successfully pass those assessments can eventu-
ally become safety drivers, starting their journeys to working with
autonomous vehicles.

Responsibilities. Safety drivers were responsible for supervis-
ing and operating AV to finish road testing tasks and ensuring
the vehicles’ safety and conformity. According to our interviews,
takeover, which typically includes braking, throttling up, and turn-
ing the steering wheel, was the most crucial operation for safety
drivers to interfere with AV, and important not only for vehicles’
safety but also for the research and development team to analyze
system defects according to its records. Safety drivers should en-
sure both the safety of the vehicle and the reliability of the data
produced by takeover. Hence, their takeover decision-making needs
to strike a balance between safety and data quality. To achieve this,
they need to form precise mental models to predict the behavior
of autonomous vehicles and acquire accurate situational aware-
ness of the driving environment. There were two types of road
testing forms: "1 safety driver + 1 AV" and "1 safety driver + 1 AV +
engineer(s)." Additionally, based on the different company’s organi-
zational structure, division of responsibilities, and tasks assigned,
safety drivers might be required to perform other duties such as
data recording, debugging assistance, and hardware maintenance.

Performance Appraisal. The performance appraisal systems
and responsibility allocation regulations for safety drivers differed
depending on the company’s philosophy and policies. Common
criteria for evaluating their performance included mileage driven,
working hours, and accident rate. The accident rate was the most
important criterion and was taken very seriously by AV companies.
8 participants reported that they would face punishments or even
be fired by their companies for accidents.
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Figure 1: The calibration process of safety drivers’ perceptions of autonomous vehicles’ capabilities.

5.2 Working with AI: How safe drivers
perceive, understand, and partner with AV

5.2.1 Forming and calibrating perceptions of AV. Based on the qual-
itative data, we identified factors that influence driver perceptions
of AV capabilities and classified the calibration process into three
stages: preparatory, initial, and regular, as shown in Figure 1. We
found that during the preparatory phase, due to a lack of knowledge
about AV, their perception was formed based on outside sources
such as news media, journalists, social media, etc., which often
contain incorrect information. And there was a higher likelihood of
technophobia [9] and technopraise [35] among this group, which
may result in over-trust or mistrust about AV capabilities. In the
initial phase, as they gain access to AV and receive training and
guidance from their companies, their perceptions will be quickly
calibrated.

"At first, I was skeptical. I couldn’t wrapmy head around
how a few tons of metal could drive on its own. I was
even scared to get into the car at the start of my work.
But after a few days, I started to feel more comfortable,
and it exceeded my expectations." (P10)

"I used to think self-driving cars were all they were
cracked up to be, but after driving it during training, I
found that it wasn’t like what I had seen on TV. I found
that it wasn’t like what I had seen on TV. I just couldn’t
relax and trust it to drive itself." (P26)

In the regular phase, safety drivers continuously calibrated their
perceptions through their work practices, causing their mental
models to converge with the actual capabilities of AV over time. "It
took me about a year to really get to know the car, and I feel like I’m
getting better at making predictions now" , P1 said.

We found that company-level factors such as training and guid-
ance had a significant impact on safety drivers’ perceptions in the
initial phase. However, in the regular phase, their AV perceptions
becamemore based on their hands-on practices than company-level
factors. Many participants reported that the theoretical pipe-lined
training they received didn’t help much with calibrating their men-
tal models, and it was difficult to apply that theoretical knowledge

into real-world driving practices, especially in high-risk and emer-
gency situations. Instead, they found that constantly trialing and
erroring in their work practices was a better way for them to explore
the boundaries of AV capabilities and calibrate their perceptions
accurately. Also, they reported that the lessons gained in these
processes would be more impressive.

"Although the company has informed us that the radar
often misses low objects, if you suddenly encounter ob-
stacles in the road, it’s tough to act on that information
right then and there. But after being startled, you can
remember this lesson very well and handle it better next
time." (P12)

Additionally, participants reported that after the "novice period,"
their companies usually paid less attention to the accuracy of their
mental models about AV and didn’t provide adequate training and
assessments in a timely manner. There was also a lack of official
methods for continuously calibrating their perceptions while work-
ing with AV on a long-term basis. With each update to the algo-
rithms, system iteration, or hardware change, safety drivers had
to form new mental models. However, they didn’t know what the
"standard answer" was. They had to test and adjust their perceptions
in high-risk environments, which resulted in their being potentially
exposed to safety risks resulting from misperceptions, and they had
to assume responsibilities for those risks.

"The engineers usually only give us a rough idea of
version characteristics when the version is updated, and
they don’t knowwhen the car might have amalfunction.
We must concentrate our attention while driving to try
and identify any potential problems with the car." (P22)

5.2.2 Takeover in real world. According to the interviews, takeover
was the most important operation for safety drivers to interfere
with AV, including braking, throttleing up, and turning the steering
wheel, which often took place in risky and unexpected situations
and would be recorded by the AV system for problem analysis. For
the majority of the systems our participants worked with (N=23),
once the driver took control of the vehicle, the automation system
would shut down and transfer control to the human.
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Figure 2: Influencing factors of control authority between the human driver and the autonomous vehicle.

From the qualitative data, we identified three sets of factors
that impacted safety drivers’ takeover decision-making and vehicle
control authority: organizational factors, personal tendencies, and
real-time situations (including the autonomous vehicle and the
external environment), as shown in Figure 2.

We found that in low-risk and non-emergency situations, the
safety drivers were more likely to be influenced by company fac-
tors when making takeover decisions. But in emergency situations,
participants expressed a desire to take control of the vehicle and
made more subjective and intuitive takeover decisions, which may
go against the company’s requirements, guidelines, and advocacy.

Organizational tendencies vs. individual tendencies. Many
participants reported that their companies usually guide the driver’s
takeover criteria based on corporate strategies. Companies that
prioritized efficiency in testing and the quality of takeover data
were more likely to ask their safety drivers to relax their takeover
criteria. P23 mentioned,

"My company wants us to be less sensitive to takeovers
so we can better know the reaction of AV. If you feel
something wrong and take over it immediately, you
won’t know what its abnormal reaction exactly is."

While companies that prioritized test safety were more likely to
ask their safety drivers to take over in advance. P19 said,

"My leader always emphasizes, ’if you feel something
wrong, youmust take-over promptly, and you should not
tempt the reaction boundaries of the car, otherwise, you
are risking the company’s property and your personal
safety,’ so we rarely tempt the limits of the car."

Moreover, safety drivers’ takeover attitudes also fluctuated ac-
cording to their subjective tendencies. P24 said,

"Occasionally, the car will act strangely, and if there are
no other cars on the road, I will not take over control
purposefully to see how the car will behave. Obviously,
I shouldn’t do that, and my actions may be recorded by
the system. I only do this on a few rare occasions out of
curiosity."

Sometimes, there were conflicts between the company’s tenden-
cies and individual tendencies. In non-emergency situations, these
tensions were not obvious. Most safety drivers tended to follow
their companies’ guidelines to adjust their takeover attitudes and
tighten or relax their takeover criteria. As P8 mentioned, "This is
my responsibility to meet my company’s requirements. I need to get
my job done well."

However, in high-risk emergencies, participants reported that
they would disregard the company’s guidelines and rely on their
intuition due to concerns about the consequences of risk, such as
their personal safety, liability for accidents, and traffic laws. They
explained that they wanted to take control of the vehicle and felt
that having more control would give them a greater sense of safety.

"If I feel danger, I will take over control. In that mo-
ment, I am unable to give any thought to the company’s
requirements." (P12)
"After taking over and getting the wheel in my hands, I
feel relieved and safer." (P10)

Some participants said they had more faith in their own deci-
sions and believed that human decisions were better than those
made by machines, especially in emergency situations. It is worth
mentioning that the majority of the participants (N=21) stated that
they preferred to take control of the vehicle themselves in risky
situations, even if the self-driving decision might be the correct
one. As P16 stated,

"Even if it happens many times that the autopilot is
right and my judgment is wrong, the next time there is
a conflict between our decisions, I would still choose to
make it listen to me. Although its ability is excellent, I
don’t think I can rest assured to give all of myself to it."

For real-time situation assessment.Most safety drivers (N=24)
reported they needed to pay much more attention when supervis-
ing the self-driving vehicles compared to when they were driving
manually. Extensive lab-experiment-based literature describes that
high-level autonomous driving may bring distraction [16], loss of
attention [59], decreased situation awareness [30], etc. to drivers.
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However, few participants mentioned that their level of attention
decreasedwhen supervising AV, even for long periods of time. There
were even some reported that their level of attention increased with
driving time.

"There are somany unpredictable factors involved.When
driving for a long time, I feel that my focus improves."
(P22)
"The more time you spend driving, the more tense you
become." (P1)

Safety drivers were required to take regular breaks, and their
driving time typically did not exceed one hour at a time. This was
perhaps one reason why there were no reports of decreased atten-
tion caused by long-time automation. Also, participants interviewed
in this study were urban road safety drivers, who encountered driv-
ing scenarios usually with low monotony and high uncertainty.
They had to deal with the uncertainty of self-driving hardware,
software, and external environments and making quick decisions
when something wrong. The unpredictability factors in the real
world made them continuous high attentions. "I need to pay more
attention to the surroundings and detect them more frequently when
monitoring AV. I will be very alert and my attention will be more fo-
cused," P7 said. Meanwhile, long periods of concentration also lead
to fatigue in safety drivers’ work. P2 said, "It’s very brain-intensive,
and I feel very tired at the end of the day."

Moreover, participants reported that, due to the fact that their
personal safety and work performance were closely tied to the
safety of autonomous cars in the real world, they were unable to let
their guard down, which was different from the safety-guaranteed
laboratory-based studies. Additionally, upon the company’s request,
the perception and decision-making of safety drivers needed to
be paralleled with that of autonomous vehicles. Hence, reducing
attention and handing over part of the driving perception tasks to
AV would have been negligent for safety drivers. We inferred that
one of the possible reasons for increased attention was that our
participants were professional safety drivers, had passed related
training, and would increase their attention proactively at work.
But we did not exclude the possibility that the sensitivity of their
work might have deterred them from speaking more critically and
admitting their dereliction of duty.

5.2.3 Cognitive Preferences and Characteristics of AV Technologies.
Know little but want to know more. The close interaction be-
tween safety drivers and AV made exposure to AV technologies in
their daily work inevitable, such as learning codes to assist engi-
neers in testing, detecting, and fixing minor AV problems, which
reduced their sense of separation and awe about the technology
while also stimulating their curiosity. Despite the fact that most
our participants had limited knowledge of AV technologies and no
technical background, they expressed a desire to learn about how
AV works and AV technical principles. P14 said,

“I spend every day with this car, but I don’t know what
it’s thinking. I want to know why it makes certain deci-
sions and behaves the way it does, and I want to know
the logic behind it.”

Learning from interacting with engineers. We found that
most AV companies believed that it was sufficient for safety drivers

just to be drivers for AV and did not invest in technology-related
training for them. Participants reported that most of their under-
standing of AV technologies gained through their interactions with
engineers. P13 mentioned,

"When testing with the engineer, he is too busy to handle
all the tasks himself. He usually teaches me some codes
so that I can assist him in tuning the program, and show
me how to query the database and fix some bugs. I often
ask him why certain things can be tuned in certain
ways during the test, and he will explain what the code
stands for and what else it can do."

P17 mentioned that he would establish a good relationship with
engineers who were willing to share their knowledge, in order to
facilitate future consultation and learning.

"If I build a good relationship with the engineer, he may
request that I be paired with the captain so that I can
spend more time communicating with him and learn
something."

Although communication with engineers can help safety drivers
understand technology to a certain extent, this knowledge transfer
was limited, and the information obtained might be incomplete.
Engineers were not always concernedwith howmuch safety drivers
had mastered or whether their knowledge mastered was accurate.
"The company will not teach us these, and the engineers only speak
these to us briefly, so we can only understand the superficial aspects,"
P15 said.

Invisible algorithms and visible hardware. We found that
most safety drivers tend to associate invisible algorithms with visi-
ble hardware. When we asked them about their understanding of
AV, most answered by talking about their knowledge of AV hard-
ware. P19 said,

"I don’t know much about software algorithms, but I
do understand some basic hardware concepts like lidar,
millimeter-wave radar, cameras, and so on. I under-
stand their perception range, parameters, and simple
hardware debugging methods."

We also found they would naturally associate the level of AV
capabilities with the vehicle’s hardware systems. When there was
a problem with the AV, they would first assume it was a hardware
issue, and then consider the possibility of an algorithm problem. "If
the car suddenly stalls, I will first check its radar, camera, and other
sensors," P15 said. Participants also reported their greater interests
in understanding hardware knowledge than software algorithms.
They believed hardware knowledge was easier to comprehend and
more useful in their daily work. P14 and P16 mentioned that they
would likemore training on hardware knowledge from the company.
P10, P18, and P21 expressed their desire to switch to a career as
hardware engineers.

"I prefer purely mechanical things." (P14)

"I have difficulty understanding those red and green
codes, but I’m more familiar with how the hardware
works." (P16)
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5.3 Working for AI: Safety Drivers’
Experiences and Well-being

5.3.1 Work Experiences. From technology experiences to work
experiences.

Safety drivers need to work in close contact with AV in their
daily tasks. In such a work context, they were the supervisor and
also the experienced user of AV, and their happiness and sadness at
workplaces were closely linked to the AV they worked for.

As supervisors, participants reported that they were able to gain
a great sense of effectiveness when the issues they reported were
resolved, and they could feel firsthand the progress of AV. "When
we report a problem and it is suddenly resolved after a few days, I feel
a sense of satisfaction knowing that I was able to contribute to the
improvement of the vehicle," P24 said. Some indicated that they feel
neglected and unappreciated when they do not receive feedback or
the issues they report are not resolved. "We’ve reported this issue
several times, but it still happens as soon as the car approaches this
intersection. It’s been a long time, and the problem has not been
resolved. I feel like they just don’t want to pay much attention to me,"
P15 said.

As users of AV, participants reported that they have positive
experiences when the vehicles behave in accordance with human
thoughts in their daily driving.

"I want it to go faster, and it does; I want it to slow down,
and it does. It’s as if it knows what you’re thinking, and
it feels like I’ve become integrated with it." (P11)

Some indicated that the inconsistency between the vehicle’s
behavior and the human’s intentions and expectations might trigger
their negative experiences.

"It has its own thoughts, and I have mine. Sometimes it
doesn’t inform me, it just goes right by and it just lets
me agitated." (P21)

Some expressed disappointment that the limitations of algo-
rithms sometimes override human intentions. "I like the aggressive
driving style, but the car just drives very conservatively," P23 said.
Participants also mentioned they would prefer to work with the
"perfect machine".

"I’ve worked for two different companies. The technology
of the first company was not very developed, as the
autonomous vehicle would frequently brake abruptly
and cause conflicts with other road participants. When
I finish my daily work, I’m often in a bad mood. But
now, the technology of my current company is much
more developed, and the autonomous vehicle is much
smoother and more comfortable to ride. I feel much
better now." (P9)

Technology mediates social interactions in the workplace.
Autonomous driving technology also had an impact on the social
interactions among safety drivers at workplaces. We found that
AV technologies improved communication and collegiality among
them. P9 mentioned that when she first started at the company,
she was unfamiliar with everything. AV became an ice-breaker
topic between her and her colleagues, hastening their acquaintance.
Safety drivers were willing to discuss their guesses about AV with
others and share problem solutions, which gave them a sense of

accomplishment and self-efficacy and strengthened their colleague
relationships. "We often discuss common problems together, such as
navigation and perception issues, and we are willing to help each
other," P11 said.

We also found that safety drivers’ interactions with engineers
significantly enhanced their desire to learn more about AV tech-
nologies and their self-efficacy, which in turn impacted their career
planning.

"The engineers have taught me a lot, and I feel like I
can do the same things they do. I’m thinking about
becoming an engineer in the future." (P21)

While we observed positive effects of technology on workplace
interactions, we also found that technology hindered some safety
drivers’ self-expression to some extent. Some participants men-
tioned that their lack of technological knowledge made them hes-
itant to express their opinions. They tended to suppress their ex-
pression in certain situations because they feared being denied or
ridiculed.

"When I encounter some simple problems that I don’t
know how to solve, I’m afraid to ask my leader because
I don’t want them to think I’m incompetent. I often ask
my colleagues, but they don’t always know the answers
to my questions." (P11)
"Sometimes I have some guesses about AV problems. I
usually wait until I’m absolutely certain before sharing
them with others. After all, I’m not a professional engi-
neer, so I’m concerned that my ideas may be incorrect."
(P23)

Real world driving experiences. When safety drivers drove
the "strange-looking black box" on public roads, they attracted
more attention from the outside world and had novel experiences
with AV, which gave them the pride of being noticed, unnecessary
annoyances, and risks caused by other traffic participants’ curiosity
and low acceptance of new things. Some participants expressed a
very positive feeling about the curiosity and attention of the outside
world caused by autonomous driving and felt proud and happy.

"When I’m waiting for the traffic light at the inter-
section, people often take pictures of the autonomous
vehicle, which gives me the illusion that they are paying
attention to me." (P2)

Some also mentioned that the outside attention would cause
them unnecessary distress.

"Because this vehicle is too conspicuous, the traffic police
sometimes specifically spot-check me." (P6)
"When the vehicle breaks down on the road, some passers-
by may go near and take a look, and even stop to take
a picture, which made me very embarrassed." (P16)

Furthermore, participants stated that they had to accept the
risk of low acceptance of AV by other road participants, such as
malicious behavior caused by curiosity.

"There are many cars on the road that often deliberately
come to a halt in front of you because they are curious
how the self-driving car will react." (P20)
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"A few years ago, the news media widely reported that
AV would replace human drivers. During that time, I
was often bullied by taxis while conducting road tests.
But it’s much better now, they have become accustomed
to our vehicles." (P1)

Moreover, due to their limited capabilities, autonomous vehicles
may not be able to handle all road test conditions perfectly, which
may result in exclusion by other road participants. P23 mentioned
that his vehicle sometimes has to bear the consequences of mistakes
made by other autonomous vehicles while driving:

"The cars in our team often make mistakes on the road
and affect others (road participants). Those drivers prob-
ably hold a grudge, and the next time they encounter
our team’s autonomous vehicles, they will deliberately
bully them, even if the car they retaliate against is not
the same one that disrupted them last time. I am often
wrongly accused."

5.3.2 Taking Risks Accumulated from upstream of AV Industry.
Forced to expose themselves to accumulated risks from AV up-
stream. During road tests, safety drivers, as the downstream work-
force of the AV industry, were forced to face the accumulated
risks from multiple upstream links, including algorithm develop-
ment, hardware manufacturing, assembly, etc. Unlike traditional
testers [29], they needed to verify and test AV in high-risk real-
world environments, where aminor omission from other links could
expose them to great risks. Based on the interviews, developers
in other upstream links of AV were not required to participate in
road tests like safety drivers. In such a workflow, these stakehold-
ers were unable to predict precisely how the AV they developed
would perform in the real world, which might reduce their sense
of responsibility and increase the likelihood of negligence.

"I remember a remote debugging session. The engineer
told me the car had been fixed and let me test it. But
when I tested it, I found that the problem had not been
set up right, and I almost collided with an obstacle." (P7)
"There was a system version update, but the new version
had many strange problems, and the engineers didn’t
know what was going on. We felt very unsafe while
driving and had to pay very close attention." (P14)

Although it was the duty of the safety drivers to look for defects
and intervene in AV to prevent risks, relying solely on the safety
drivers to identify accumulated problems and avoid accumulated
risks is difficult and immoral.

P3 said, "There are some unexpected situations where it’s too late
for you to takeover, and no one can change the outcome in such a
short amount of time." P7 expressed his concerns about safety, "Every
morning when I go out for work, I pray to come home safely," and
thoughts about changing jobs.

5.3.3 Ambiguous Responsibility Assignments and Moral wrinkles.
Responsibility assignments. In addition to bearing the accumu-
lated risks, safety drivers also faced ambiguous and undue assign-
ments of responsibility. China’s traffic laws did not consider self-
driving cars as responsible entities. When safety drivers conducted
road tests with AV, they were held legally responsible. Even though
the majority of the time the car was being driven by AI and not

the safety driver, the safety driver was still held accountable for
the vehicle. For traffic violations, even those caused entirely by
the self-driving system, the safety driver was still punished as the
primary responsible party and their driver’s license points would
be discounted. A poor driving record would be recorded in the
driver’s file and might impact their driving qualifications or limit
their opportunities for other driving-related jobs. P8 said,

"If we receive a citation for breaking traffic laws because
of the self-driving car, the company will compensate us
with some money. However, there is no way to regain
the license points that have been deducted, and we have
to accept the loss."

Participants said they do not have to take responsibility for
passive accidents, but if the accident was caused by the fault of
the safety driver or the autonomous vehicle, they may face conse-
quences such as a warning or penalty from the company. Two-thirds
of the safety drivers reported that the company’s responsibility al-
location system was not fair to them.

"The company has a zero-tolerance policy for accidents.
Because safety drivers are hired for the purpose of en-
suring safety. If an accident occurs, it is considered the
responsibility of the safety driver." (P15)

Some participants reported that their companies implemented a
shared responsibility system as a way to warn safety drivers not to
have an accident.

"The training of new safety drivers is conducted by old
safety drivers, and if the new safety driver causes an
accident, the old safety driver will take responsibility
for the new safety driver." (P21)

It is undeniable that this stringent responsibility system can im-
prove the safety drivers’ sense of responsibility at work, but it also
infringes on their rights and leads to a negative work experience to
some extent. There were also some companies that differentiated
the responsibilities between human and autonomous vehicles.

"If accidents happen while on autopilot mode, your re-
sponsibility may be reduced, but if you were distracted,
fell asleep, drank water, used your phone, etc., that
would be your responsibility." (P25)

However, due to the lack of clarity on the boundaries of respon-
sibility, safety drivers may take on more responsibility than they
are supposed to.

"In the moment before an accident, you must have taken
control instinctively. It can be difficult to determine
whether you were involved in causing the accident or
not." (P17)
"Although it is said that the company will analyze
whether the accident was caused by AV or the safety
driver through monitoring data and system records, but
then again, if there is an accident and you take over,
then you may be responsible for involving the accident.
If you don’t take over, that means you have not per-
formed the duties of the safety driver, and then you are
still responsible." (P13)

Operator or passive observer. As a new type of occupation,
the current corporate systems, laws, and regulations are not fully
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equipped to guide safety drivers in all situations, leading to ambi-
guities in road testing. As described in the previous section, some
companies adopt a safety-driver-friendly allocation of collision re-
sponsibility. If a collision occurs while the autonomous system is
running without any human interference, the company will assume
full responsibility for the autonomous system they developed. How-
ever, this regulation raises another question of whether the safety
driver should intervene in the AV system at the moment of an up-
coming accident. Participants reported that they would not stand
by and watch an accident happen to reduce their responsibility.
They would instead instinctively take over the autonomous vehicle,
even if their actions would not save anything.

"Takeover better than an accident." (P19)

"I’ll take over even if I can’t save it. I can’t watch the
car go into an accident." (P11)

"I wouldn’t allow an accident to happen for fear of lia-
bility, but I don’t know what the rest of my colleagues
think." (P8)

"Even though not intervening could absolve me of re-
sponsibility, there’s no guarantee that the company
wouldn’t hold me accountable if an accident occurs.
So I believe it’s more important to prevent an accident
from happening." (P16)

Collision leaded by avoid-collision. According to our inter-
views, AV companies usually adopt very cautious algorithmic strate-
gies to avoid active collisions. However, these overly conservative
driving strategies made self-driving cars slow and easy to stop,
increasing the chances of being rear-ended by other vehicles. Par-
ticipants reported that they have to put in extra effort and take on
additional risks because of the shortcomings of AV strategies.

"When the self-driving car falls short, it’s up to us safety
drivers to fill in the gaps. But sometimes the car’s capa-
bilities are just too limited and we are also very helpless.
But after all, this is our job." (P22)

"The safety driver must pay more attention to the rear of
the vehicle to avoid being rear-ended, which requires a
high level of attentiveness from the safety driver. Some-
times some novice safety drivers are not able to effec-
tively consider the surroundings, so it is quite prone to
accidents." (P25)

5.3.4 "I can see the future of AV, but not mine". As described in
Section 5.1, safety drivers typically relied on their driving skills for
their livelihood and had limited career choices. Although they had
the opportunity to be exposed to emerging technologies andwitness
changes in the autonomous driving industry as safety drivers, it
was challenging for them to achieve career growth through this
job.

"You can’t learn anything just by staring at this car ev-
ery day. I feel as if I’ve been extinguished after working
for a long period of time as a safety driver." (P9)

Participants expressed their concerns about their future devel-
opments.

"As long as you can drive, you can be a safety driver.
There is nothing irreplaceable. Who knows, I might be
laid off one day." (P5)

They also reported an age crisis among safety drivers. Some com-
panies set age requirements due to the high levels of endurance,
sensitivity and responsiveness required for the job. Despite many
studies [19, 34, 38] showed that there was no significant differ-
ence in takeover response ability between young and middle-aged
people, the inherent impression can also expose this group to age
discrimination. "Younger drivers may have better response abilities,
and the older drivers may be gradually eliminated from the company,"
P10 said.

Moreover, participants also recognized that AV technology is
moving towards unmanned operation, and they feared that the
role of safety driver may become an overstaffed position that is
vulnerable to being eliminated. P18 said,

"Safety driver is only a transitional position in AV de-
velopment. With the progress of AV technology, safety
drivers may become obsolete. When that happens, I
don’t know what the company’s plan is, and I am not
sure about my future."

P9 expressed his ambivalence between his expectations for the
development of AV and his future development as a safety driver:

"I wish for the technology to progress faster to make
my job easier, but I don’t want it to develop very well
because it may jeopardize my employment."

6 DISCUSSION
6.1 From Human-Vehicle Partnerships to

broader Human-AI Partnerships
More effective training and experience transfer for non-technical
lay users. Designing effective training programs and experience
transfer strategies can help ensure that the technology is used in
a responsible and ethical manner. Proper training of the driver in
taking over the vehicle and prompt decision making is imperative
for ensuring safety. According to our interviews, although the pro-
cess of understanding and learning AV technologies may vary for
safety drivers based on their individual preferences, experiences,
and circumstances, some common characteristics of experience ac-
quisition have been observed in this study. These include: practices
over theories, try and fail over smooth processes, specific and visi-
ble over abstract and invisible, and interactions with colleagues over
taught lessons. Safety drivers’ traits of learning difficulties with AI
technologies and their lack of AI knowledge resemble the majority
of end-users of AI systems [68]. Their cognitive preferences and
learning characteristics during the training process can be extended
to a broader range of lay users, informing the design of training
strategies that are more aligned with user learning preferences to
enhance users’ understanding of AI technologies. Hence, we con-
sider that when introducing AI systems to new users, the training
programs are supposed to allow for active involvement, visible
feedback, and quick response to ensure such systems can be fully
understood and analyzed by the lay user. Some HCI researchers
have explored novel interaction strategies to train users and im-
prove their understanding of AI systems, such as combining theory
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with practice through immersive technologies [51], collaborative
learning assistant agents [49], interactive training games [27], etc.
We hope the insights gained from this study regarding the tech-
nology learning and skill transfer characteristics of safety drivers
can inform the design of AI system training strategies for a wider
range of AI users.

Mental model calibration and bidirectional communica-
tion. In our study, safety drivers constantly updated their men-
tal models during their working practices. However, these chang-
ing mental models were not assessed and calibrated in a timely
and effective manner. Our participants reported usually having
misunderstandings about AV systems, as they lacked a clear un-
derstanding of the mechanisms of AV systems. They could only
verify their mental models by comparing the results produced by
AV systems. In addition, due to the lack of reliable calibration pro-
cesses, they have to wait until the consequences aroused by their
wrong mental model occur before they can calibrate their wrong
mental model. Therefore, it is crucial to implement effective strate-
gies that support users in calibrating their mental models timely
through their day-to-day interactions with AI systems, for exam-
ple providing real-time or regular feedback and clear and concise
explanations about the mechanisms of the AI systems [61]. Our
study also found that safety drivers struggled with communicat-
ing their understanding to the AV system, and the AV system was
also unable to comprehend the safety drivers’ mental models. This
limited one-way communication may pose challenges to the part-
nerships between safety drivers and autonomous vehicles and can
increase safety risks. Recent studies also showed that the ability
to facilitate effective communication during interactions is more
effective in promoting teamwork than technical capabilities [26, 44].
Aside from improving the interpretability and transparency of AV
to users [31, 48, 73], AI systems should be able to evaluate the
changes in users’ mental models over time through building shared
mental models and bidirectional communication between humans
and machines [3, 64].

Decision-making in high-risk situations. Trende’s [80] and
Adam’s [57] studies investigated human decision-making in highly
autonomous vehicles in time-critical situations, both of their re-
sults showed that subjects tended to accept the automated system’s
suggestions rather than decisions made by their own. Contrary
to their studies, our study shows that in emergency and high-risk
situations, safety drivers take over the AV more by instinct and
intuition than by rational decision making. Most safety drivers
report that they could not accurately and quickly obtain the real-
time decision logic and results of AV, and in this case, they were
more inclined to believe their own decisions. Safety drivers tend to
rely more on instinct and intuition when taking over autonomous
vehicles, as they are unable to accurately and quickly understand
the rationale behind AV decision-making and make real-time eval-
uations. As a result, they prefer to trust their own decisions more.
However, sometimes intrusive decision-making may bring risks.
As Villemeur [83] mentioned, the likelihood of a human making
an incorrect supervisory decision during a short time frame for
unexpected, high-consequence scenarios is close to one hundred
percent. We have analyzed the following questions to be solved:

How to allow users to accurately assess the accuracy of AI deci-
sions. In this study, humans have the absolute power to interfere

in AI decisions, while wrong interventions may lead to serious
consequences. Therefore, it is crucial to enable safety drivers to
accurately assess the AI decisions and make a more informed and
responsible control transfer.

How to evaluate and predict which decision-making, either by hu-
mans or AI, is better for an event that did not occur. Balance decision-
making between AI systems and humans has remained a challenge
in human-AI collaboration research. Researchers are actively ex-
ploring potential solutions, such as establish a third-party decision-
making mechanism or evaluation mechanism between these two
decision makers, which may be helpful to provide humans with
evaluation information about both decision makers [4, 15].

How to get humans to overcome their limitations (e.g., uncontrol-
lable instinctive reactions, overconfidence) and willingly hand over
control to AI, once the AI system is accurate in its decisions and
humans have realized that AI is accurate. Collaborative decision-
making between humans and AI systems is becoming more wide-
spread. Further exploration is needed to enable users to accurately
understand the AI system and overcome any interaction barriers
that may arise due to human limitations.

6.2 Towards Responsible AI: From Safety
Drivers’ Perspectives

Support the upstreamAV industry’s "consequence awareness".
The creators of the upper echelons of technology often lack aware-
ness of what the potential consequences of the technology they
create may have [12]. This can lead to a reduction in the level of
caution and responsibility among various stakeholders, which in-
creases the likelihood of creating a "crazy machine" [77]. In this
study, safety drivers, seen as the testers in the last piece, are re-
quired to drive AV on real roads to find defects. They have a better
understanding of how the technology performs in the real world
than upstream technology developers and are expected to identify
accumulated defects and take responsibility for accumulated risks.
It is crucial for stakeholders in the upstream autonomous vehicle
industry to be aware of the potential consequences of the technol-
ogy they are involved in. Organizations should also be responsible
for embedding responsibility in all stages of technology production,
especially those that are often neglected.

Challenges in work practices. Every aspect of the AI industry
is closely interconnected, from development, testing, to implemen-
tation. The bottom-tier AI workers still play a critical role in the AI
industry, and many studies have highlighted the significant issues
that arise from neglecting those workers [62, 70]. We found similar
challenges in safety drivers’ work practices.

It is paradoxical and worrying that safety drivers generally have
a low knowledge of AV, but their job requires them to be able to
predict AV accurately. According to our interviews, companies were
more concerned with having safety drivers learn how to operate the
machines and less concerned with their understanding of technolog-
ical mechanisms. Often, safety drivers were only able to acquire AV
knowledge through limited learning approaches, such as social me-
dia or informal communication with colleagues, and the knowledge
acquired through these tracks is often incomplete and inaccurate.
Lack of knowledge of technology hinders their work practices and
can lead to misprediction [58], misattribution [89], etc., which may
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lead to risks. We suggest that companies should value safety dri-
vers’ knowledge of AV and provide them with accessible learning
sources.

Our findings also show that it can be challenging for safety dri-
vers to transfer their training experience with autonomous vehicles
to real-world road tests. The calibration of their knowledge and
mental model of AV systems relies more on trial and error through
hands-on practices than on training. However, this means they
must bear real safety and violation risks in order to gain experience,
which is a costly way to learn.

Although previous studies [22, 84] have explored how to help
users gain AV operating experience, most of them are based on
laboratory and simulated environments. There is limited research
on how to effectively transfer this experience to the real world.
Therefore, finding more effective training methods to reduce the
cost of transferring skills for safety drivers and enable them to form
accurate mental models without taking risks is a crucial challenge
that needs to be addressed.

Additionally, it was reported that most AV companies focused
more on safety drivers’ initial training and neglected to provide
adequate ongoing training and assessment during safety drivers’
extended periods of work. It is recommended that organizations
provide long-termmentorship for autonomous vehicle operators, so
that they can effectively evaluate the performance and weaknesses
of the system, especially as technology evolves.

Involving front-line AI workers into human-centered AI re-
search. Despite being the lowest-level testers in the AV industry
and not directly involved in the optimization of AV, safety drivers
have unique, first-hand experiences with autonomous vehicles as
front-line workers who have been working closely with them for
an extended period of time. They often develop their own under-
standing of AV flaws that may go unnoticed by the research and
development team. Their opinions may assist the research and de-
velopment team in identifying and correcting defects that have
not yet triggered safety risks, and addressing them prior to the
occurrence of risks to improve the safety of AV testing. However,
according to our research, safety drivers, as marginal workers, do
not have a strong voice and are frequently overlooked for the con-
cerns they report. We recommend that the information feedback
mechanism be improved and that the opinions and input of front-
line automation workers be valued and taken into consideration.
Moreover, since front-line workers like safety drivers have hands-
on experience with AI, involving these workers in the technology
development process would contribute to the advancement of the
technology and lead to a more human-centered approach in AI
research. Their perspectives and experiences could also be involved
in the development, data collection, and analysis phases to help
identify any potential issues or concerns with the AI system and
ensure its usability and reliability.

6.3 Experience Migration: Spy on the Future
User Experience of Automation Systems

As automation advancements progress, the integration of tech-
nology systems with human capabilities is creating novel driving
experiences [87]. As the "first passenger of AV," safety drivers’ expe-
rience of high-level autonomous driving can help us understand the

automation experience of a wider group. Through interviews, we
learned about the positive and negative aspects of their experience,
which were closely related to AV technologies. Additionally, we
found that their social interactions with people in workplaces were
facilitated by technologies, and exposure to emerging technolo-
gies increased their self-efficacy and desire for expression. We also
observe a dynamic and complex change in the human-machine
relationship, resulting from complex environments, different AI
system qualities, and various personal preferences and personality
traits. For example, some drivers felt a strong connection and exter-
nalized themselves to AV, whereas some felt weak ties to it. When
facing external accusations caused by the AV, some empathized
with the car, while some felt embarrassed and tried to cover up its
deficiencies by takeover. Some even crossed the line by taking over
the car without complying with company rules due to personal
preferences or social pressure, and some chose to disassociate them-
selves with AV by gesturing or mouthing to other road participants
when AV made mistakes. We learned their real-road driving expe-
riences, which made them experience the pride of being noticed,
unnecessary annoyances, and risks caused by outside curiosity and
low acceptance. These safety drivers’ experience can help us gain
insight into the future user experience of broader AI technologies
and automation systems.

7 LIMITATIONS
We acknowledge that our study is an initial investigation. We only
interviewed a small sample size of safety drivers, and the sensi-
tivity of their work may have deterred them from speaking more
critically about their experiences, which may lead to subjective
bias and a lack of generalizability for our results. To further work
on this study, more information would be valuable and could be
gathered by conducting more interviews with safety drivers and
other stakeholders in the AV industry, for a more complete view.
On that basis, more quantitative and confirmatory research could
be conducted to validate the findings.

8 CONCLUSION
In this paper, we present how safety drivers perceive, understand,
and partner with AV in the real world. We also found that, as front-
line workers, safety drivers are forced to take risks accumulated
from the AV industry upstream and are also confronting restricted
self-development in working for AV development. We discussed
the opportunities for human-vehicle partnerships and the improve-
ment of workers’ experiences. We compared our findings with
previous literature and find the gaps between human-AV interac-
tions in controlled experiment environment and real world long
term practices. We contribute the first empirical evidence of the
lived experience of safety drivers—the first passengers in the devel-
opment of AV, as well as the grassroots workers for AV. We hope
that this paper will provide valuable insights for more concerted
and confirmatory research efforts in the area and consequently
contribute toward the implementation of automated driving.
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