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Abstract—The code clone detection method based on semantic
similarity has important value in software engineering tasks
(e.g., software evolution, software reuse). Traditional code clone
detection technologies pay more attention to the similarity of code
at the syntax level, and less attention to the semantic similarity
of the code. As a result, candidate codes similar in semantics are
ignored. To address this issue, we propose a code clone detection
method based on semantic similarity. By treating code as a
series of interdependent events that occur continuously, we design
a model namely EDAM to encode code semantic information
based on event embedding and event dependency. The EDAM
model uses the event embedding method to model the execution
characteristics of program statements and the data dependence
information between all statements. In this way, we can embed
the program semantic information into a vector and use the
vector to detect codes similar in semantics. Experimental results
show that the performance of our EDAM model is superior to
state-of-the-art open source models for code clone detection.

Index Terms—code search, code clone detection, event embed-
ding, event dependency

I. INTRODUCTION

Code clone detection technology is important for many
software engineering tasks (e.g., software evolution, software
reuse). Existing code clone detection methods are mainly
divided into three categories, namely text-based, syntax-based
and semantic-based clone detection methods [1]]. These code
clone dection methods play an important role in program un-
derstanding, plagiarism detection, copyright protection, code
compression, software evolution analysis, code quality analy-
sis, bug detection, and anti-virus. The core functionality of
the code detection model is to calculate the similarity of
the code. Given a certain target code fragment, the system
will first calculates the similarity between the target code
fragment and all the code fragments in the database, and
then returns the result according to the similarity between the
codes. The similarity between codes can be classified into four
levels [2]. Type-1 similarity means that the two pieces of code
are identical except for the differences in spaces, layout and
comments. Type-2 similarity means the code pairs are identical
except for the variable name, type name, and function name.
Type-3 similarity means that there are several additions and
deletions of statements, and the use of different identifiers,
text, types, spaces, layout and comments in the code pairs, but
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they are still similar. Type-4 similarity detects code pairs that
are functionally similar, but they are different in text or syntax.
Type-3 and Type-4 similarity can also be further divided into
three categories based on their syntactical similarity values [3|]:
Strongly Type-3, similarity in range between 0.7 and 1.0,
Moderately Type-3, similarity in range between 0.5 and 0.7,
and Weakly Type-3 which similarity in range between 0 and
0.5. Weakly Type-3 clone codes are also regarded as a Type-4
clone codes.

In practice, it is easy to detect Type-1 clone samples, but
it is the most difficult to detect clone samples of Type-4.
The model proposed in this paper mainly focuses on the
detection of Type-3/4 clone samples. The key idea of code
clone detection methods is to extract some information from
code fragment, and then use this type of information to identify
the semantically similar code fragments. According to the
type of information used, these approaches can be classified
into Text-based approaches, Token-based approaches, Tree-
based approaches, Metric-based approaches, and Graph-based
approaches. Existing methods mainly focus on the static
characteristics of the source code, and seldom consider the
dynamic characteristics of the code.

As shown in Fig. [I] this code pair is selected from the data
set used in this paper. They are highly similar in function,
but low in grammatical similarity. The traditional code clone
detection method cannot detect the clone sample shown in
Fig. [[|By contrast, the CSEM model we proposed before
uses event embedding to model the semantic information of
a single statement, and then uses the GAT network to model
the control flow information of the program. The reason for
modeling control flow is that we believe that control flow
of code reflects the semantic dependencies between code
statements. Through the above steps, the CSEM model can
encode code semantic information. The CSEM model uses the
GAT network to model the dependencies of code statements.
This approach may have the following problems. First of all,
the code statements that are adjacent to each other in the
control flow graph may not have interdependence. Since the
GAT network can only model the adjacent nodes in the control
flow graph, the wrong dependency is captured. For example,
as shown in left part of Fig.[I] there is no dependency between
the statements 5 and 6, but they are adjacent in the control flow
graph. Second, limited by the structure and training cost of the



int main() {
int k,n,m,i,j,s;
int a[100][100];
int (*p)[100];
int sum[100] = {0};
cin >> k;
for (s = 0;5 < k;s++)
{
p=a
cin=>nz=>m;
for (i=0;i<n;i++)
{
for (j=0;j<m;j++)
cin > > *(*(p+i)+j);
1

for (i = O;i<n;i++)

[-=REN- T STV

if((i == 0)||(i == n-1))
for (j = Ojj<m;j++)
sum(s] = sum[s] + *(*(p+i)+j); else
sum([s] = sum[s] + *(*(p+i))+*(*(p+i)+m-1);
1

1
for (i = Oji<k;i++)

cout << sum[i] =< endl;
return 0;

W~ s W =

int main(int argc, char* argv[])
{ .
int n;
scanf("%d",&n);
inti;
for (i=0;i<n;i++)
{ .
int row;
int col;
int total=0;
int s[100][100];
scanf("%d%d",&row,&col);
intxy;
for (x=0;x<row;x++)
{
for (y=0;y<coly++)
{
scanf("%d",&s[x][y]);
1
1
if(row=<3||col<3)
{
for (x=0;x<row;x++)
{
for (y=0;y<coly++)
{
total+=s[x][yl;
1
1
printf("%dn" total);
lelse{
for(y=0;y<coly++){
total+=s[0][y];
1
for(y=0;y<coly++){
total+=s[row-1][y];
1
for(x=0;x<row;x++){
total+=5s[x][0];
1
for(x=0;x<row;x++){
total+=s[x][col-1];
1
total=total-s[0][0]-s[0][col-1]-s[row-1][0]-s[row-1][col-1];
printf("%dn",total);
1
1

return 0;

Fig. 1. A clone code pair

GAT network, we can only model the statement dependency
on the first-order adjacent nodes in the control flow graph.
Therefore, it is difficult to capture the relationships between
program statements that have semantic dependencies, but are
far apart in the source code (usually not adjacent in the control
flow graph). For example, as shown in right part of Fig. [T}
statement 11 and statement 27 have a dependency relationship
of variable s, but the GAT network usually cannot model this
type of dependency relationship. In order to solve the above-
mentioned limitations of the CSEM model, we propose an
EDAM model based on event-dependent graphs. Compared
with the CSEM model, the EDAM model directly focuses on
the semantic dependencies between statements.Therefore, the

EDAM model solves the limitations of the CSEM model we
mentioned above. In our experiments, the EDAM model also
has better prediction accuracy.

The advantage of our method is that it can model the
dynamic semantics of the code. The key-idea of this paper is
that a program can be regarded as a series of interdependent
events that occur continuously. Therefore, by modeling these
events, we can extract the dynamic semantic information of
the program. The challenges of this method are how to extract
the dynamic semantic information of the code from the source
code file, and how to enable the model to use this information
to calculate the semantic similarity of two pieces of code. In
order to address the above challenges, we propose a model



EDAM that uses event embedding to model the execution
characteristics of the program’s statements and the data de-
pendence (event dependency) between different statements.
We perform event dependency analysis on the source code
and transform it into an event dependency graph. The event
dependency graph describes the statement execution charac-
teristics of the code and the event dependency relationship
between different statements. After that, we input the event
dependency graph into the event dependency execution engine,
which will analyzes and calculate the event dependency graph,
and finally output the vector representation of the program.
This vector contains the event-dependent semantic information
of the program, so it can be used for semantic-based code
clone detection.
The main contributions of this paper are as follows:

o We propose a code clone detection method, which regards
the program as a series of continuous interdependent
events. We use this key-idea to model the dynamic seman-
tic information of the code. Then we use the embedded
vector to measure the semantic similarity of the code.
Experimental results show that our method has certain
advantages over the comparison models in Type-3/4 code
clone detection.

« This article develops a tool chain for the model. The tools
in the tool chain can generate the event dependency graph
of the program through the event dependency analyzer.
Then event embedding execution engine will calculates
code semantic vector by using event dependency graph.
The code semantic vector can be used to perform code
clone detection tasks.

The rest of this paper is organized as follows: Section. [[I] re-
views the works in code clone detection. Section. [l introduces
some preliminary about clone detection. Section. |[[V|describes
the EDAM model in detail. Section. [V] evaluates our EDAM
model through experiments. Section. |VI| summarizes the work
of this paper and highlights some future work directions.

II. RELATED WORK

The code clone detection model has important value in
software engineering tasks such as bug detection, copyright
protection, software evolution analysis, and anti-virus. There-
fore, the study of code clone detection has attracted more
attention in recent years. For example, Kim et al. present a
model called VUDDY to find out the code pairs that contain
the similar risk of error [4]], [5]. The core function of the
code clone detection model is to convert the code into its
vector representation, and then calculate the similarity based
on the code embedding vector, thereby selecting the most
suitable one or more pieces of code from the candidate code
segments as the result. According to the different types of
code information used in the code embedding model, existing
methods can be divided into the following categories: text-
based methods [[6]—[9]], token-based methods [[10]—[12]], metric
based methods [|13]], [[14]], tree-based methods [[15], [[16], and
graph-based methods [|17[]—[|19].

According to the difficulty of code clone detection, it can
be divided into Type-1, Type-2, Type-3 and Type-4 code clone
detection [2]. The Type-1/2 code clone detection is simple,
while the Type-3/4 code clone detection is more difficult.
SourcerCC [20], CloneWork [14], Nicad [21] and CCLearner
[22] are the most popular models in Type-3 code clone
detection. SourcerCC and CloneWork are both hybrid models
based on token and index. Nicad is a model that embeds
programs based on textual information. Nicard filters and
normalizes the code fragments to eliminate the interference
of irrelevant factors on the prediction results of the model.
CCLearner works on the lexical level, divides program tokens
into eight categories and then represents programs as token-
frequency list vectors. Then, for each code pair, CCLearner
computes a similarity score between the token-frequency lists
to identify the similar code pairs. Deckard utlizes abstract
syntax tree to embed the program, and then it clusters the
embedding vectors of the program to identify similar code
segments.

For type-4 detection, Gabel et al. detect semantic similarity
by augmenting Deckard [23| with a step to generate vectors for
semantic similarity codes [24]. Jiang et al. propose a method to
detect semantic similarity codes by executing code fragments
against random inputs [25]. Wei and Li use LSTM to generate
the vector expression of the code segment, and then calculate
the hamming distance of them with the hash function to
determine whether they are similiar pairs [26]. The pairs with
the smaller hamming distance are classified as similiar pairs.
DeepSim encodes the control flow and data flow of a code
fragment into a semantic matrix, based on which a deep neural
network is designed to measure code functional similarity
[27]. Oreo represents the code characteristics using 24 metrics,
including the number of variables declared [28]. Then, they
train a binary classifier using a vector of 48 dimensions, which
corresponds to a pair of code fragments as an input into a
symmetrically structured Siamese network. Li et al. propose
the CSEM model [[19]], which uses the GAT network to model
the program control flow information, so that the semantics of
the program can be embedded.

Different from SourcerCC, Nicad and CloneWork, EDAM
is a code clone detection model based on the event depen-
dency graph (a data structure proposed in this paper, C.f.
Section. [[V), which has a better ability to model code se-
mantics. Also different from the CCLearner and Oreo models,
our EDAM model does not need to manually select the
mertrics that need to be collected from the code. Different
from the DeepSim model, the EDAM model uses an event
dependency graph instead of a control flow graph to capture
the execution semantics of the code. Different from the CSEM
model, the EDAM model introduces the concept of event
dependency, which can model the data flow information of
the program. Compared with the CDLH model that uses the
LSTM network to model the program abstract syntax tree, the
EventTransformer used in the EDAM model has a stronger
ability to model program semantics. In summary, the EDAM
model proposed in this paper can more effectively model the



semantic information of the code.

III. PRELIMINARY
A. event embedding

Entity 1 Relation Entity 2
\ t / Relation: Pass param
(A, P, O ﬁ

(printf, #param#, hello”)

@Event Embedding @ @

‘ Event Embedding Vector ‘ Entity 1: Function “printf”  Entity 2: Constant string “hello”

Fig. 2. Event embedding in program

We describe the definition of event embedding as follows:
Consider a triple (A4, P,O) as shown in Fig. [2l where A is
entity 1, O is entity 2, and P is the relationship between two
entities. The purpose of event embedding is to convert triples
(A, P,O) into a vector X.

The program can be regarded as a series of interdependent
events that occur continuously, so we can use the event
embedding method to model the semantics of the program. As
shown in Fig. 2] the function statement printf("hello”) can be
regarded as an event, in which the function printf is regarded as
entity 1, the string constant hello” as the function parameter is
regarded as entity 2, and the relationship “’passing parameters”
between the two entities is regarded as the relationship P.
Therefore, the event print ("hello”) can be converted into a
vector via event embedding. It should be noted that in Fig. [2]
“#param#” wrapped by “#” represents the relationship between
entities.

B. event dependency

In programming languages, a statement usually contains
more than one event, such as the statement this.printf(”’hello”,
p), which is composed of multiple events. As shown in
Fig. the event embedding process of the statement
this.printf("hello”, p) can be regarded as a tree structure. The
calculation process of event embedding needs to follow the
rule of calculating from the leaf nodes of the tree to the root
node in turn. The embedding process of the entire statement
can be defined as follows:

e1 = embed(constant Str, #parammiz#, p)

e = embed(eq, #param#, print f) €))
embed(eq, #invokedt, this)

€3

where #parammix# represents the mixing of parameters
before passing parameters, #param+ represents passing pa-
rameters, #invoke# represents function calls, e, ey are
intermediate events, and es is the final result of the event
embedding of the statement. In this case, we say that event es
depends on event ey, and event e3 depends on event es.
Note that the event dependency exists not only in a single
program statement, but also between multiple statements. As
shown in Fig. [ the embedding process of the statements
shown in the bottom of the figure can be transformed into two

e3

el

‘ constantStr ‘

e2

Fig. 3. Event embedding tree

#assign#

l getString | l constantStr | l parseObject | l jsonStr |

JSONObject jb = ISONObject.parseObject(jsonStr);
String data = jb.getString( “data” );

Fig. 4. Event dependency in different statements

event embedding trees. In this case, the event embedding of the
second statement depends on the embedding result of the first
statement. Therefore, an event-dependent relationship arises
between the two statements. Our EDAM model can consider
both these two types of dependencies. Note that the concept
of event embedding tree is to facilitate the explanation of
the embedding calculation process of continuous events. The
dependency of events in the event embedding trees form an
event dependency graph, which is implemented in our EDAM
model.

IV. MODEL

A. Overall Structure

void main(){
Event Dependency
Analyzer [t

Source Code

—| Program Embedding 'II -
Vector

Fig. 5. The structure of our model.

Event Dependency
Graph

Event Dependency
Execution Engine

As shown in Fig. [5} the core components of our model are
the event dependency analyzer and the event dependency exe-
cution engine, where the event dependency analyzer is respon-
sible for converting the source code into an event dependency
graph. The event execution engine is responsible for converting
the event dependency graph into a vector representation of
the program through calculation. The event dependency graph



is a directed acyclic graph. It describes not only the event
dependency of each statement in the program (as shown
in Fig. B), but also the event dependency between different
statements. By analyzing the event information provided in the
event-dependent graph, the event-dependent execution engine
calculates the event semantics of the program to obtain the
final program semantic vector. The classifier is responsible
for calculating the similarity of the code pair according to
the resulting program vector representation and returning the
classification result (i.e., whether it is a similar code pair).

B. Preprocess

In this section, we introduce the preprocessing process of
the data set.
Operator:

For the C language, we identify 38 common operators
(e.g, assign, return, param, invoke, parammix, sizeof, structure
access). These operators play the role of P in the event triple
(A, P,0), and are used to describe the relationship between
two entities. For example, the operator in the event c# < #1
is <, which represents a numerical comparison between the
variable entity ¢ and the constant entity 1.

Analysis of event dependence

We use an event analyzer to analyze the event dependency
in the program according to the defined operator and generate
an event dependency graph of the program. There are two
main types of event dependency in program code. The first is
the event dependency within a single program statement, and
the second is the event dependency between multiple program
statements (e.g Section 3.2). We use event dependency graphs
to describe these two dependencies at the same time.

As shown in Fig. [6] the left part of the figure is a simple C
language code fragment, and the right part is its corresponding
event dependency graph generated by the event dependency
analyzer. In this code, the event dependencies exist not only
within a single statement, but also between multiple state-
ments. Each node in the event dependency graph represents
an event, and each edge from A to B represents that event
B depends on event A. According to the rules of our event
dependency analyzer, each statement in the code fragment
on the left can be parsed into a subgraph in the code event
dependency graph on the right. The color of each statement in
the left picture corresponds to the color of the event-dependent
subgraph of the corresponding statement in the right picture.
For example, the last statement printf(’d%”, maxs) in the left
figure is marked in blue, which corresponds to the nodes 11,
12, and 13 that are also marked in blue in the event dependency
graph.

The event dependency graph can not only represent the
event dependency within a single statement, but also reflect the
event dependency between multiple statements. For example,
the printf statement uses the variable maxs, and maxs is as-
signed in the previous statement. There is an event dependency
relationship between these two statements. This dependency
relationship is defined in the event dependency graph, that
is, there is an edge from node 10 to node 11. The value of

Entityl in node 11 is node 10, which means that the calculation
result of node 10 will be represented as a vector of entity
1 in node 11. In the event-dependent execution engine, we
first use topological sorting to split the event embedding tasks
described by the event-dependent graph to ensure that the
event embedding nodes that need to rely on the pre-node must
be performed after the calculation of pre-node is completed.

C. Event dependent execution engine

The event-dependent execution engine is responsible for
performing calculations based on the event-dependent graph
to generate the semantic vector of the code. The execution
process of the event-dependent execution engine is shown in
Fig. [7] The execution engine receives the event dependency
graph as input, and then uses the event Transformer defined
in this paper to embed the events described in the event
dependency graph. The output of the event transformer is a
matrix composed of the event embedding vectors of each node
in the event dependency graph. We call this matrix the event
embedding matrix. The vector in the i-th row of the event
embedding matrix is the event embedding vector corresponded
to node i in event dependency graph calculated by Event
Transformer. After that, we input the event embedding matrix
into the restore layer. The restore layer converts the event
dependency matrix into a program embedding matrix where
the kth row of the program embedding matrix represents the
event embedding result of the kth row statement in the source
code. Finally, we use the convolutional layer to extract the
semantics of the program embedding matrix and generate
the program embedding vector. In this way, the program
embedding vector contains the dynamic semantic information
of the source code fragment.

Event Cell

Event cell is the basic unit for event embedding calculation.
Given a triple (A, P,O), the Event Cell is responsible for
converting the event (A, P,O) into the corresponding event
embedding vector. The structure of Event Cell is shown in
Fig. [8] We define its calculation process as follows:

ek = concat (vec (A) Tfl, vec (O) * T;“Q)

a = concat(el, €2, - --e¥) ()

o = Dense(a)

where Tj; and 7T,» are two tensors with dimensions
(k,width, height) associated with a specific operator P.
These two tensors are responsible for mapping entity vectors
to multiple high-dimensional vector spaces. T;’ﬁ represents
the k-th matrix in the tensor, and the size of the matrix is
(width, height). A and O are entity 1 and entity 2 respec-
tively. Vec represents a function that maps entities A and O to
their corresponding vectors. The choice of the vec function can
be diverse. One can use models such as word2vec or BERT, or
implement it in a custom way. The Dense function represents
a fully connected layer.

In this paper, the vec function we used treats different
variable names and function names as different entities. For
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Fig. 7. Execution process of event dependency execution engine.
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Fig. 8. The structure of Event Cell

example, printf (a, b, ¢) contains four entities printf, a, b and c.
Given a set of entities in a code fragment N = nq,no, ..., ng,
the vec function counts the number of times each entity
appears in the code fragment, and then the vec function
renames the entity to the form of Top; according to the
number of times each entity appears in the source code, where
1 indicates that the number of occurrences of the entity in the
source code ranks i-th. Afterwards, the vec function initializes
different T'op; to a random entity vector.

In Event Cell, we use three-dimensional tensors T),1, T2
instead of two-dimensional matrices to map entity vectors

to high-dimensional spaces. This is mainly because three-
dimensional tensors can map entity vectors to multiple high-
dimensional spaces, which can improve the semantic expres-
sion ability of entity vectors.

Event Transformer

Event Cell can perform event embedding calculations on
a single triple (A, P,O). The EventCell module can perform
the event embedding calculation of the program. However, this
method has certain drawbacks. As shown in Fig. [6] the event
embedding of node 13 depends on the event embedding results
of nodes 1 to 12, and these event embedding calculations
constitute an event embedding calculation chain. This chain
structure causes us to use Event Cell multiple times to recur-
sively calculate each event on the chain. This brings an obvious
disadvantage: when the event embedding calculation chain
is very long, the early event information may be forgotten
by the model. Especially when a statement is very long and
needs to rely on the result of multiple pre-event embeddings,
this problem becomes even more important. Therefore, we
introduce a gate mechanism to solve this problem [19]. The



gate mechanism can enhance the model’s ability to remember
early events. We introduce the gate mechanism into the Event
Cell and call it Event Transformer. The structure of Event
Transformer is shown in Fig. [0] We define the forward
calculation process of Event Transformer as follows:

Ty = U(Wr[At—la Ot])

Zt = U(Wz[Atfla Ot])

Ay = Be(ry % A1, P, Oy)

At = (1—Zt)*At,1+Zt*/A;
where W, and W, are the weights of reset gate and update
gate, respectively. A;_; represents the calculation result of the
previous time step in the event embedding calculation chain.
E. represents the Event Cell modeule. A; is the calculation

result of the current time step in the event embedding calcu-
lation chain. P; is the operator corresponding to the current

3)

time step.
AtI
Ay ® ® ) >
@
o Tt 2t A~z
m m Event Cell
1 J
. F J/
|
0, Py

Fig. 9. The structure of Event Transformer.

Restore Layer

Algorithm 1: Algorithm of restore layer

Data: event embedding matrix E of size w * [
Result: program embedding matrix O

10« [;

2 for k£ < 0 to w do

3 currentNode < node withd id k in event
dependency graph;

4 if currentNode is the final event in a statement
then

5 | O.append(E[k));

6 else

7 | continue;

8 end

9 end

10 return O;

Through the above-defined Event Cell and Event Trans-
former, we can obtain the event embedding matrix composed
of the event embedding vector of each node in the event
dependency graph. In event embedding matrix, the i-th row
vector of matrix is the event embedding result of node with id

i in event dependency graph. Since multiple nodes of the event
embedding graph usually only correspond to one statement in
the original code fragment, we need a restore layer to convert
the event embedding matrix into a program embedding matrix.
In the program embedding matrix output by the restoration
layer, the kth row vector of the matrix is the event embedding
result of the kth statement in the source code. The algorithm
of the restore layer is defined as in Algorithm.

Convolutional Layer

The convolutional layer converts the program embedding
matrix into a program embedding vector, which is used for the
subsequent code similarity calculation. In the EDAM model,
we use multiple convolution kernels and pooling layers to
perform this conversion. We define the calculation process of
the convolution layer as follows:

X
Z = Wconv * XT (4)
Q

where X represents the program embedding matrix, we let bz
represent the number of samples in each batch of training
data, n, represents the number of nodes in each program
embedding matrix, [,, represents the length of each node vector
of the event dependency graph, then the dimension of X can
be expressed as (bz,n,,l,). It should be noted that because
the number of nodes in different event dependency graphs
is inconsistent, we need to padding X before proceeding to
the next calculation. X represents the program embedding
matrix after padding. Wy, is a matrix composed of multiple
one-dimensional convolution kernels, we let nj represent the
number of one-dimensional convolution kernels, [, represents
the length of each convolution kernel, and the shape of W4y,
can be expressed as (ng,l;). Pool represents the average
pooling operation on the last dimension of Z. @ is the program
embedding vector output by the convolutional layer, and its
shape is (bz,ny). After passing through the convolutional
layer, a piece of source code can be expressed as an ny length
program embedding vector.

D. Code Similarity Evaluation

Given the event embedding vectors of two pieces of code,
we use cosine similarity to evaluate the semantic similarity of
the two pieces of code. In the code clone detection system,
we will calculate the similarity between the target code and all
candidate codes, and then determine whether the code pair is
a similar code that should be returned by the system according
to the similarity threshold . When the cosine similarity of two
pieces of code is greater than 6, we judge them as a similar
code pair, and when the cosine similarity is less than 6, we
judge them as a non-similar code pair.



E. Parameter Learning
We define the loss function as follows:
g(z;) =Conv(Et(x;))
sim(xi,x;) = g9(xi) - g(z;)
(EAIESIEA] (5)
max
Loss = Z max(0,1 — sim(xg, Tm) + sim(xy, Tx))
min
Where Et represents the Event Transformer module. Conv
represents the convolutional layer, and g(x;) is the program
embedding vector of the sample x;. similairity represents a
function for calculating the similarity of two samples. In the
Loss function, the code pair (zy, x,,) is a positive sample, and
(zk, &k ) is a negative sample pair. We use random sampling to
collect negative samples. The experimental results show that
the use of negative samples in the model training process can
effectively improve the model’s detection ability.

F. Back Propagation Through Event(BPTE)

BPTT algorithm is used in the traditional GRU unit training
process because the weights of reset gate, update gate and
hidden layer can be shared through each time step. In the
calculation process of Event Transformer, T},; and T),o in the
Event Cell are determined by the operators in each embedded
step. Therefore, we propose the BPTE algorithm to train Event
Transformer. The back propagation process of BPTE algorithm
is defined as follows:

OF, OE, 0OA,
. — 0 X —
an k‘EZNp 5‘At At

where F; is the training error at step t, and N, is the set of
positions where operator p appears in the embedding tree. For
example, for embedding a—b+c—d, operator ’—’ appears in the
embedding tree at positions 0 and 2, So N, = {0, 2}. Through
the BPTE algorithm, we can train the Event Transformer.
Since we have introduced a gate mechanism in the Event
Transformer, the Event Transformer can better fit the historical
data in event embedding calculation chain. Also, the exploding
gradient and vanishing gradient during the backpropagation
can be addressed.
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V. EVALUATION

In this section, we evaluate our proposed model through
experiments We mainly hope to answer the following ques-
tions through experiments:

o« RQ1: What are the advantages and disadvantages of
our EDAM model compared to other commonly used
models?

o RQ2: How does the similarity threshold affect the model
prediction results?

IThe dataset and the implementation of our model will be released in
github.com after the paper is accepted.

e RQ3: Is it possible to improve the prediction accuracy of
the model by simultaneously using multiple EDAM mod-
els for classification? Are these models complementary?

e RQ4: Can the program embedding vector express the
semantic relevance of the code?

A. Experiment Setup

In this section, we introduce the details of setup in our
expirement.
Data Set

In the experiment, we use the OJClone dataset. This open
source dataset contains 104 OJ questions, each of which
contains 500 user-submitted programming codes. Since each
code fragment in the data set belongs to an independent
problem, we regard the code fragments belonging to the
same problem as functionally similar code pairs, and the code
fragment belonging to different problems as non-similar code
pairs. Also, the code fragments belonging the same question
are submitted by different users, therefore they can be regarded
as semantic similarity code clone pairs of Type-3/4. Without
loss of generality, we select the 10 questions to evaluate our
model, and for each question we randomly select 100 code
fragments. In total, there are 1000 code fragments. We select
70% of the samples in each problem to generate the training
set, and the remaining 30% of the samples to generate the
test set. The training set contains 49,000 positive samples
and 49,000 randomly sampled negative samples (96,000 in
total). The test set contains 44850 samples, of which 4350 are
positive samples and 40500 are negative samples.
Metrics

Three metrics are used to evaluate the performance of the
models in the experiments, i.e., Precision, Recall and F1 Score.
The metrics are defined as follows:

Precision — TP
recision = TP FP
TP
- - 7
Recall TP+ FN (7)

Fl— 2 x Precision x Recall

Precision + Recall

where T'P represents the number of true positive samples,
FP represents the number of false positive samples. F'IV
represents the number of dalse negative samples. Precision
mainly measures the accuracy of the model to classify positive
samples. Recall mainly reflects the model’s ability to cover
the similar samples. The above two indicators are difficult to
evaluate the true ability of the model when used alone, so in
order to integrate the two evaluation indicators of Precision
and Recall, the F'1 Score is also introduced. This metric
combines Precision and Recall, which can better evaluate the
detection ability of the model.

B. Comparison of Different Models (RQ1)

In this section, we compare the EDAM model with five
state-of-the-art open source code clone detection models,
which are CCLearner, Deckard, CloneWork, SourcerCC and
CSEM. Among these models, Deckard, CloneWork, CSEM
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and SourcerCC can support the detection of C language code.
The CCLearner model is a deep learning model for code
feature extraction based on token. Its open source version only
supports the detection of Java code. We have extended its code
to support the processing of C language code. Since Typel/2
similarity codes are very easy to be detected, and almost all
detection models can get good results, our experiment mainly
focuses on the detection ability of Type3/4 code fragments.

The hyperparameter settings of these models are shown in
Table. [l When setting the hyperparameters of the comparison
model and our EDAM model, we follow the principle of
making the model’s F1 Score perform best. In the table,
0 represents the similarity threshold of the model, and Ir
represents the training learning rate. MIT is the shortest
sequence length considered by the model. K is the length
of the first dimension of the Operator Tensor in the Event
Cell. GA indicates the number of multi-head attention in GAT
layer (GA = [8, 1] indicates that there are two sub-layers in
GAT layer, and the number of multi-head attention is setting
to 8 and 1, respectively). For Deckard, we set its Stride to
2. For CloneWork, we set its detection mode to the highest
type3pattern.

The experimental results are shown in Table. [ Our EDAM
model is significantly better than other models in Precision,
Recall, and F1 Score.We think this is because EDAM can

the CCLearner model to think that almost all code fragments
are similar.

C. Similarity Threshhold(RQ2)

In this section, we mainly analyze the impact of different
similarity thresholds on the model. We chose three models for
comparison. The experimental results are shown in Fig. [I0]
The F1 Score of the EDAM model performs best when
the similarity threshold is set to 60%. The performance of
the two sub-models of CSEM, CSEM/vec; and CSEM/vecs
are relatively close, and CSEM/vec; is slightly better than
CSEM/vec, in terms of precision and F1 Score. At the same
time, we can observe an interesting phenomenon, that is,
the slope of the first half of the curve of the CSEM model
is relatively flat, and after reaching a certain threshold, the
slope of the curve changes dramatically. This means that
the program vector generated by the CSEM model is likely
to appear in a small vector space, which is not convenient
for the model to make further distinctions between positive
and negative samples.The slope of the EDAM curve in the
figure is obviously greater than the slope of the CSEM's,
which indicates that the EDAM model is more sensitive to
the similarity threshold than the CSEM model. We believe
that this phenomenon reflects that the program embedding
vectors generated by the EDAM model are distributed in a
wider vector space. These vectors have higher cohesion when
the categories are the same, and higher separation when the
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categories are different. In Section. [V-E| we visualized the
program embedding vectors generated by the EDAM model,
and the results partially proved our above conclusions.

D. Multi-model fusion(RQ3)

TABLE I
COMPARISON OF FUSION MODELS.

Model | Precision | Recall | F1 Score Tool Configuration
CSEM/f1 | 09411 [0.6914| 0.7971 |6vec, = 80%, Ovec, = 70%
CSEM/f2 | 0.8856 [0.7731| 0.8255 0 ="70%,8=0.6
EDAM/f1| 0.8818 |0.8486 | 0.8648 6 =50%,8 = 0.6
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In the experimerllztlgl lgfogé)gsOfo?actl}lfrslo%%per, we found that

fusing the calculation results of multiple EDAM models can
significantly improve the prediction accuracy of the model.
This is because different EDAM models have different clas-
sification tendencies for the same samples due to random
factors such as different sample input orders during the training
process. Therefore, in this section, we propose an EDAM-
based fusion model EDAM/f;, and we analyze the difference
in performance between the CSEM-based fusion models and
the EDAM-based fusion models. The purpose of model fusion
is to enhance the classification ability of the model by using
the prediction results of multiple models at the same time.
The EDAM/f; model fuses the calculation results of
two independent EDAM models, The formula is defined as
score(xl,x2) = Bxscorel(xy, x2)+ (1—B)xscore2(xq, x2),
where scorel represents the score of the first EDAM model,

score2 represents the score of the second EDAM model, and
[ is used as a weight to balance the impact of the two models
on the final score.

The experimental results are shown in Table. [, where
CSEM/f, and CSEM/ f, are two CSEM-based fusion models
proposed by Li et al. The difference between the two lies in
the way of fusion of the model. The CSEM/ f; model performs
best on Precisoion, while the EDAM/f; model performs best
on Recall and F1 Score. This phenomenon indicates that
the CSEM/f; model and EDAM/f; model have their own
advantages in different types of tasks. When we need the
similar samples predicted by the model to be as accurate as
possible, the CSEM/f; model should be considered, because
its Precision can reach 0.94, which means that when the
CSEM/f; model judges a sample as a semantically similar
sample, the reliability of the classification results is 94%.
Otherwise, when we need the model to detect as many similar
samples as possible, we should consider using the EDAM/ f;
model, because its Recall reaches 0.84, which means that when
the EDAM/f; model is used, 84% of the similar samples in
data set can be detected by the model.

We also compared the ROC of the models, and the experi-
mental results are shown in Fig. [[2} The ROC of CSEM/f; is
significantly better than CSEM/vec; and CSEM/vecs models.
After using multiple EDAM models for fusion, the EDAM/ f;
model has a further improvement compared to the EDAM
model, so the EDAM-based fusion model EDAM/ f; performs
best among all models.

In order to further explore the influence of different fusion
parameter settings on the EDAM/f; model, we analyzed the
fusion parameter settings of the EDAM/f; model. The exper-
imental results are shown in Fig. where similarity(#) and
[ represent the similarity threshold and the balance parameter
respectively. The z-axis of the three subgraphs represent the
three evaluation metrics ,which are Precision, Recall, and F1.
According to experiment result shown in Fig. [[I] we can
observe that when 6 is set to 0.5 and (3 is set to 0.6, the
F1 Score of the model performs best.

E. Visualization of code semantics(RQ4)

In this section, we use the UMAP algorithm to visualize the
program semantic embedding vector generated by the EDAM
model. The purpose of this study is to verify whether the
code semantic embedding vector generated by the model can
show semantic relevance in the high-dimensional vector space.
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The experimental results are shown in Fig. Each point
in the figure represents a data point generated by mapping
a program embedding vector to a three-dimensional space
through the UMAP algorithm, and its color represents the
sample category of the point. We used 10 categories of
samples in the experiment, so the data points in the figure
have 10 colors. We can observe that the data points in the
graph are clustered into different clusters according to the
different colors, while the data points of different colors are
separated from each other. This result shows that our model
can effectively learn the semantic information of the code, so
that the code embedding vector generated by our model has
good semantic expression ability in high-dimensional space.

F. Threats to Validity

The initialization of the network parameters and the negative
samples selected during the training process will affect the
performance of the model. To alleviate the influence of these
confounding factors, we will train multiple models and use
their average results to evaluate our model.

Uncertain factors in the model training process will also
affect the performance of the model. In order to solve this
problem and improve the performance of our model, we use
a hybrid model to combine the advantages of the two models
at the same time and improve the performance of our model.

In experiments, biased dataset may affect the generalization
of the results. Therefore, in our experiment, we use the
OJClone dataset to train our model. This dataset is an open
source dataset containing many OJ questions, and each code
fragment in the dataset is submitted by a different person.
This means that the diversity of code semantics in the data set
is rich, which is an important feature of real-world projects.
Therefore, we choose this data set to solve the problem of bias
in the data set.

VI. CONCLUSIONS AND FUTURE WORK

Detectiong Type-3/4 clone codes is important in many soft-
ware engineering tasks and is crucial to the quality of software
systems. In this paper, we propose an event embedding based

method, EDAM, to detect semantic code clone. We treat the
program as a series of continuous interdependent events and
propose a novel approach to model the execution semantics of
statements by using event embedding and event dependency.
In this way, both the execution semantics of statements and
their dependency infomation are captured to detect code frag-
ments that are similar in semantics but different in syntax.
Experimental results show that our model outperforms existing
models in terms of Precision, Recall and F1 Score. In addition,
we demonstrate that the integration of two implementation
options help to improve the performance of our code clone
detection model. We also conduct a visualization to investigate
the insights of our solution.

Currently, our model supports C programs only. We plan to
extend the model to support Java and other languages. Also,
we plan to conduct more experiments to compare our model
with other models using different dataset.
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