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ABSTRACT

We propose a self-efficacy scale for data management. The scale
assesses students’ perceived capabilities in mastering the breadth
and depth of modern data management, as well as hands-on skills
for effective management of data. Such capabilities are critical to
computing and data science students. We have conducted factor
analysis to validate the scale. The analysis produced a factor model
with high internal consistencies. Group analyses using the factor
solution and statistical testing show that (1) males and females
have similar self-efficacy, except for the depth of knowledge where
females showed higher confidences; and (2) CS students had much
higher self-efficacy than non-CS students. To the best of our knowl-
edge, this is the first self-efficacy scale for data management.
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1 INTRODUCTION

Self-efficacy refers to an individual’s belief about his or her capa-
bilities to produce designated levels of performance [1]. A person
with a strong sense of efficacy is more likely to take initiatives to
tackle a challenging task, apply greater efforts to achieve it, and
remain task-oriented in the face of pressing situational demands
[1, 35]. Self-efficacy beliefs of students are strongly correlated with
their academic performance and achievement [31, 32, 46].

Past research has proposed self-efficacy scales for varied subjects,
ranging from mathematics [32], social studies [46], programming
[23, 34, 35], algorithms [13], to other computing knowledge and
skills [30]. However, there has been little work on developing self-
efficacy scale for data management. Data management knowledge
and skills are increasingly important to computing majors in this
era of big data. They are also at the core of every data science
curriculum [3, 14]. A self-efficacy scale for data management would
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be tremendously useful to assess students’ perceived capabilities on
their data management knowledge and skills, uncover deficiencies,
and help identify at-risk students early on, e.g., by administering
the scale in the beginning or middle of the semester.

Towards this goal, we propose a self-efficacy scale for data man-
agement. The scale consists of 41 items which are formulated as
general as possible so that the scale can be adapted to suit the need
of other programs. The scale addresses both the breadth and depth
of modern data management, covering relational, NoSQL, and big
data. The depth aspect of the scale is targeted at the graduate-level
database knowledge. The scale emphasizes hands-on skills neces-
sary for the effective management of data, including data in the
cloud. The scale also includes four items on self-regulation, adapted
from the self-efficacy scale for computer programming developed
by Ramalingam and Wiedenbeck [35].

We have administered the scale to the diverse students in the
graduate database courses of our applied data science program
[42, 43] and conducted factor analysis on students’ responses. The
analysis produced a six-factor model for the scale: two factors on
the breadth, two on hands-on skills, one on the depth, and one
on self-regulation. All the factors have high internal consistencies,
with alpha coefficients ranging from .89 to .94.

We have utilized the factor solution to perform group analyses
where students were grouped based on their gender and under-
graduate major. The analyses did not find statistically significant
differences between male and female students in all aspects of the
scale, except for the depth of data management knowledge where fe-
males showed higher self-efficacy. However, CS students (students
with an undergraduate CS major) showed much higher self-efficacy
than non-CS students in all aspects of data management and skills.

The rest of the paper is organized as follows. Section 2 discusses
related work. Section 3 describes the design of the scale. Sections
4 and 5 present the details of factor analysis and group analyses
respectively. Section 6 discusses limitations of the study. Finally,
Section 7 concludes the paper.

2 RELATED WORK

Self-efficacy scales and applications: Pajares and Graham [32]
developed a mathematics self-efficacy scale and showed that it can
be used to predict students’ mathematics performance. Their study
found no gender differences in self-efficacy beliefs. Zimmerman
et. al. [46] used students’ self-efficacy and personal goals at the
beginning of the semester to predict students’ final course grades in
social studies. The study found that students’ self-efficacy on self-
regulated learning influenced their goal settings and final academic
achievements. Ramalingam et. al. [34] showed that self-efficacy for
programming was influenced by students’ previous programming
experience and increased as students progressed through an intro-
ductory programming course. Blaney and Stout [5] examined the
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self-efficacy of first-generation college women and found out their
experiences in introductory computing courses had strong impact
on their self-efficacy and sense of belongings.

Ramalingam and Wiedenbeck [35] developed a self-efficacy scale
for computer programming. The scale consists of 32 items covering
simple and complex programming tasks, independence and persis-
tence in completing projects, and self-regulation. Similar to [35],
our scale distinguishes basic data management tasks from more
advanced tasks. We also reuse the items in [35] on students’ self-
regulation, after properly rephrasing them for data management
tasks (see Section 3).

Computing attitude scales: Attitude toward computing is an-
other critical factor in predicting class performance and career
outcomes of computing students [8]. As such, there have been sev-
eral efforts in developing scales for measuring students’ computing
attitudes [6, 16, 17]. In particular, Dorn and Elliott Tew [16] devel-
oped CAS, a scale that contains 26 questions to measure students’
attitudes and beliefs about computer science. The scale is divided
into 5 factors covering students’ personal interests in computer
science, real-world connections, problem-solving strategies, fixed
mindsets, and knowledge transfer. The items on fixed mindset also
measure students’ self-regulation to some degree.

Bockmon et. al. [6] extended the CAS scale with 14 new ques-
tions to address gender bias, gender equity, and utility of CS in
students’ lives and careers. The study found a positive correlation
between gender bias and fixed mindset in problem solving among
the students in introductory computing courses.

Database competency and curriculum: According to the data
science skills competency model [21], a data scientist must demon-
strate SQL skills for querying databases and joining tables, the
ability to work with data from multiple data sources such as SQL
and NoSQL databases, and the ability to handle data of different
formats such as data in relational databases, CSV, and JSON files.

A recent report on the “Curriculum Guidelines for Undergrad-
uate Programs in Data Science” [14] stated that a data science
undergraduate major must be able to apply the knowledge of data
query languages to relational databases and emerging NoSQL data
systems, access data from less structured systems through web
services, and transform data into structured forms required for
exploration, visualization, and analysis.

3 DESIGN OF THE SELF-EFFICACY SCALE

There are several desiderata in designing the scale.

o Comprehensive: The scale should cover students’ self-efficacy
in both fundamental and advanced data management knowl-
edge, as well as important hands-on skills for the effective
management of data.

o Focused: The scale should focus on the data management
knowledge and skills that are frequently demanded by the
IT industry and job market [45], and commonly covered in
the database curriculum [3, 7, 12, 15, 25, 33, 38, 44].

o General: The items in the scale should be written as general
as possible so that the scale can be easily adapted for other
database courses or programs. For example, items may use
general terms such as relational database and cloud platform
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instead of directly referring to specific system (e.g., MySQL)
and platform (e.g., Amazon Web Service).

Based on the above desiderata, Table 1 shows the design of the
scale. It consists of 41 items that assess students’ self-efficacy in
modeling and querying relational and NoSQL data, understanding
the working of database and big data processing systems, inter-
acting with computing systems, and writing codes to solve data
management problems. The scale also contains four items (items
38-41) on students’ self-regulation adapted from [35].

Breadth: The scale measures students’ confidence in managing
a variety of data, including relational, XML, and JSON data; working
with different types of data management systems, such as relational
databases (e.g., MySQL) and NoSQL databases (e.g., MongoDB); and
mastering common query languages, such as SQL and XPath.

Depth: The scale also measures students’ belief in their un-
derstandings of the internals of database and big data processing
systems. In particular, processing of an SQL query by a relational
database system, searching and updating of a B+-tree index, design
and cost evaluation of different join algorithms, shuffling process in
Hadoop MapReduce, reading and writing files in Hadoop HDFS, and
parallel execution of transformations and actions in Spark. Hadoop
[41] and Spark [9] are two software widely used for parallel data
processing and analytics.

Note that the depth aspect of the scale may be removed if the
scale is targeted at undergraduate students.

Hands-on skills: Hands-on skills on computing systems and
software are critical to effective data management. In particular,
cloud computing has become indispensable to data management.
However, increasingly the students taking the database courses
might not have strong CS backgrounds and might lack these im-
portant skills. For example, typically only about one-third of the
students in our graduate database course have an undergraduate
major in CS. Non-CS students may be required to take pre-requisite
courses, e.g., on programming and computational thinking.

The scale contains items to measure students’ perceived capa-
bility in setting up virtual machines on a cloud computing plat-
form (e.g., Amazon AWS), interacting with virtual machines (e.g.,
through Linux command lines), installing and configuring database
software and parallel data processing systems on the machines. The
scale also measures students’ capability in writing codes (e.g., in
Python and Java) for data wrangling and data analytics, working
with a cloud database through its API, as well as self-sufficiency in
troubleshooting software and programming errors.

4 FACTOR ANALYSIS
4.1 Data Collection

We created a survey with questions on students’ demographics
and academic backgrounds, such as gender and major, and all 41
items in the self-efficacy scale described in Section 3. Students who
have taken our graduate-level database course in the past three
semesters, that is, from Spring 21 to Spring 22, were asked to fill
out the survey. The survey was voluntary.

For each item in the self-efficacy scale, students were asked to
indicate their confidence in the 5-point Likert scale, from absolutely
confident, mostly confident, neutral, mostly not confident, to not
at all confident. We received responses from 111 students: 85 of
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them took the course in Spring 22 (the class size was 165); 21 in Fall
21; and 5 in Spring 21. For each response, we converted student’s
answers to numerical scores, with 5 for absolutely confident and 1
for not at all confident.

Among the 111 students, 66 (about 60%) were male, and 45 were
female. We categorized students into CS and non-CS students, based
on their undergraduate majors. We define CS students broadly to
include students who majored in computer engineering, software
engineering, data science, information technology, and informatics.
There were 38 (34%) CS students. The rest of the students came from
varied backgrounds, including mathematics, statistics, economics,
biology, chemistry, and environmental science.

4.2 Exploratory Factor Analysis

We conducted exploratory factor analysis on students’ responses.
The goal is to discover a small set of latent factors that underlie a
relatively large number of items in the scale, thereby revealing the
inherent structure of the scale. Each (common) factor corresponds to
a group of closely related items in the scale, and there are relatively
smaller correlations among the items from different factors.

Formally, the response to each item i in the scale may be rep-
resented as a random variable X;, where 1 < i < p and p is the
total number of items. For example, p = 41 in the proposed scale. As
Equation 1 shows, the factor model assumes that each items X is
linearly dependent on a set of m unobservable random variables, Fy,
..., Fp, called common factors, and an additional variable ¢; , called
unique factor, which captures variation (e.g., due to unique char-
acteristics of the item or measurement error) specific to the item
[22]. The common variance of an item, also called the communality
of the item, is the part of its variance contributed by the common
factors. Note that y; in Equation 1 is the mean of Xj, and £; is the
loading of the i-th variable on the j-th factor.

Xi=m +tuFi+ b+ -+ g Fm + €1
Xo = Ho + o1 F1 + boFy + - - - + by Fry + €2

1

XP = llp + fplF] + [szZ + -4+ [mem + EP

The matrix of loadings, with its i-th row containing the loadings
of X; over the m factors, is called pattern matrix (e.g., see columns
I-VI of Table 1). A key step in the factor analysis is to estimate
the loadings of items on the common factors and item-specific
variances from a sample data for X;’s. For example, in our analysis,
the sample data may be stored in a data matrix where each row
represents a student’s responses to all scale items.

We applied the principal axis method with an oblimin rotation
to find the above estimates, using the psych package in R [37]. The
principal axis method finds the estimates by iteratively performing
an eigen-decomposition of the reduced correlation matrix of items
where the diagonal entries of the matrix are replaced by the esti-
mates on the communalities of items based on the loadings found
in the previous iteration. An initial estimate on the communality
of item X; may be given by the square of the multiple correlation
coefficient between X; and the other p — 1 items [22]. Since the
original correlation matrix of items has 6 eigenvalues greater than
1, we set the number of factors to be extracted to 6 [39].
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Factor rotation rotates the axes of the factor space so that factor
loadings become easier to interpret [27]. For example, it is easy to
decide which factor to assign an item to if the item loads highly on
a single factor, but has relatively smaller loadings on the remaining
factors. The oblimin rotation is a type of oblique methods for factor
rotation. After the rotation, the axes of the factor space may not
be orthogonal to each other any more. This is desirable since we
expect different factors in the same scale to be correlated.

4.3 Results and Discussions

The first two columns of Table 1 (except for the last row) show the
number and description of items in the six factors. As described
earlier, the scale consists of 41 items, numbered from 1 to 41.

e Factor 1 consists of 12 items: items 1-5, 8—11, 15, 17, and
18. It is labeled as “system and software skills”. Factor 4
“administration skills” consists of two items: items 6 and 7.
Factor 1, together with factor 4, represent the hands-on skills.
Factor 2 “data modeling and query language” contains 8
items, and factor 6 “NoSQL data management” contains 4
items. These two factors focus on the breadth aspect.
Factor 3 “query execution and big data processing” consists
of 11 items: items 26—-27 and 29-37. This factor addresses
the depth aspect of the scale.

Finally, factor 5 contains the four items on students’ self-
regulation.

Columns I-VI of the table show the loading scores of items
on the factors (i.e., the pattern matrix), where the scores in bold
indicate the assignment of items to factors. Note that scores whose
absolute values are smaller than .1 are not shown for clarity. All
items were assigned to the factors on which they have the largest
loadings, except for items 13, 14, and 28. Items 13 and 14 have
slightly larger loadings on factor 3, but were assigned to factor 2,
to emphasize their focus on data modeling. Item 28 has almost the
same loading on both factors 5 and 6, and was assigned to factor 6
since it addresses the NoSQL data management skills.

Column h? shows the communality of scale items. We can see
that the communality of items ranges from .42 (item 11) to .88
(item 20). The average communality of items is .73. Note that the
communality of an item was computed from the loading scores of
the item on the factors before the oblique rotation.

For each factor, the table also shows its Cronbach’s alpha score
in parenthesis. The Cronbach’s alpha [4] measures the internal
consistency of a factor, with a normal range between 0 and 1. A
factor with a high alpha score indicates that the items in the factor
are closely related to each other. The Cronbach’s alphas of factors
in the scale range from .89 (factors 5 and 6) to .96 (factor 3).

The last row of the table shows the proportion of variances of
items explained by the common factors. We can see that factor 3
explains the largest proportion of the variances (19%), followed by
factor 2 (16%) and factor 1 (15%). Factors 4, 5, and 6 explain 10%,
7%, and 6% of the variances respectively. These 6 factors together
explain 73% of the total variance.

The last two columns of the table show the mean (i.e., estimates
of y;’s in Equation 1) and standard deviation of raw scores for each
item, and the mean of raw scores of all items in each factor (shown
in bold and italic font). From these numbers, we can observe that:



SIGCSE 2023, March 15-18, 2023, Toronto, ON, Canada Wensheng Wu

Item Description of items in each factor | I 1 v \'} VI h> |Mean SD
Factor 1: System and software skills (alpha = .94) 4.33
1 |[Create virtual machine instances (running Linux) in the cloud 0.47 0.25 -0.13 0.33 0.11 0.71 | 4.38 0.76
2 |Connect to virtual machine instances via command lines 0.53 -0.22 0.32 0.32 0.74 | 4.41 0.83
3 [Manage (locate, copy, move, etc.) files in laptops 0.55 0.23 0.13 0.11 0.65 | 4.64 0.63
4 |Execute Linux commands/programs (e.g., rm, wget) 0.49 0.12 0.33 0.10| 0.64 | 4.38 0.71
5 |Edit files in Linux system (e.g., using nano or vi) 0.44 0.41 0.28 0.65 | 4.43 0.82
8 |Troubleshoot software problems and errors 0.51 0.11 0.41 -0.10 0.68 4 0.89
9 |Utilize online resources (e.g., stackoverflow) in troubleshooting 0.78 -0.11| 0.65 | 4.52 0.72
10 |Write Python codes for homework assignments 0.73 0.72 | 4.59 0.69
11 |Interpret and modify Java programs 0.34 0.14 0.30 -0.18 0.16| 0.42 | 3.52 1.23
15 |[Structure JSON data in a NoSQL database (e.g., Firebase) 0.50 0.37 -0.14 0.27( 0.77 | 434 0.8
17 [Convert CSV files into JSON/XML format 0.59 0.29 0.10| 0.61 | 4.43 0.82
18 [Retrieve data from a cloud database through REST API 0.57 0.44] 0.74 | 4.31 0.82
Factor 2: Data modeling and query language (alpha = .94) 4.38
12 |Design ER (entity-relationship) model for an application 0.33 036 0.34 -0.15 0.58 | 4.11 0.84
13 |[Design schema for a relational database (e.g., MySQL) 0.34 035 047 -0.19| 0.75 | 4.22 0.86
14 |[Create tables with foreign key constraints 0.28 0.45 0.50 -0.11 -0.14( 0.77 | 4.32 0.82
19 [Write SQL queries for projection and filtering of data 0.79 0.14 0.82 | 454 0.6
20 |Write SQL queries for data grouping and aggregation 0.12 0.84 -0.17 0.12 0.88 | 4.55 0.61
21 |Write SQL queries that involve subqueries 0.86 0.83 | 448 0.7
22 |Write SQL queries to join tables 0.84 0.11( 0.80 | 4.52 0.69
23 |Answer queries using views -0.23 0.74 0.17 0.20| 0.75 | 4.32 0.76
Factor 3: Query execution and big data processing (alpha = .96) 3.97
26 |Design a Hadoop MapReduce program for data processing 0.56 0.26 0.35( 0.82 | 3.9 1
27 |Write a Spark script (using data frame API) for data analysis 042 0.41 0.29( 0.75 | 4.03 0.88
29 |Explain how a database system processes an SQL query 0.32 0.52 0.23 -0.11 0.65 | 3.96 0.88
30 |Describe searching and updating of a B+-tree index 0.16 0.69 0.15 0.73 | 4.09 0.93
31 |Design nested-loop, sorting, and hashing-based join algorithms 0.82 0.15 0.14 0.79 | 3.96 0.96
32 |Evaluate the costs of different join algorithms 0.75 0.23 0.73 | 4.02 0.94
33 |Explain the architecture of Hadoop 0.76 -0.11 0.12 0.15]| 0.77 | 4.04 0.87
34 |Describe the process of reading & writing files in Hadoop 0.22 0.59 0.15 0.17] 0.76 | 4.08 0.86
35 |Describe the shuffling process in Hadoop 0.81 0.17 | 0.78 | 3.98 0.94
36 |Explain parallel execution of transformations and actions in Spark |-0.18 0.65 0.32 -0.13 0.13]0.71|3.77 1
37 |lllustrate the client-server computing model 0.64 0.17 0.15 0.18| 0.72 | 3.86 0.95
Factor 4: Administration skills (alpha = .92) 4.19
6 |lInstall database software (e.g., MySQL, MongoDB) 0.12 0.23 0.77 0.85 | 43 0.89
7 |Install and configure big data software (Hadoop&Spark) 0.85 0.14 0.87 | 4.07 1.02
Factor 5: Self-regulation (alpha = .89) 4.39
38 |[Concentrate on the assignments, despite many distractions 0.19 0.14 0.71 0.78 | 4.38 0.71
39 [Motivate myself, even if the problem is of no interest to me -0.13 0.15 0.16 0.21 0.56 0.60 | 432 0.75
40 |Manage my time efficiently when there is a pressing deadline 0.29 0.24 0.53 -0.29]| 0.70 | 4.42 0.68
41 |Create a suitable strategy for the assignment in a timely fashion 0.13 0.39 0.14 0.48 -0.14| 0.73 | 4.44 0.72
Factor 6: NoSQL data management (alpha = .89) 4.17
16 [Use XML format to represent data 0.30 0.27 0.13 -0.17 0.19 0.32| 0.57 | 4.22 0.78
24 |Perform ad-hoc queries on JSON documents in MongoDB 0.19 0.26 0.17 0.56| 0.81 | 4.14 0.87
25 |Perform data aggregation (using aggregate pipeline) in MongoDB 0.16 0.26 0.26 0.50| 0.80 | 4.12 0.83
28 |Retrieve data from XML files using XPath 0.22 0.11 0.25 0.38 0.37]0.76 | 419 0.83
Proportion of variance explained 15% 16% 19% 10% 7% 6%

Table 1: Scale items, factor loadings, item statistics, Cronbach’s alpha of factors, and variances explained by the factors
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o Students tend to have high confidences in self-regulation
(mean = 4.39), data modeling and query language (mean =
4.38), and system and software skills (mean = 4.33).

e Students were less confident on administration skills (mean
=4.19) and NoSQL data management (mean = 4.17).

e Students were least confident on query execution and big
data processing (mean = 3.97). This is perhaps not surprising,
given that this factor addresses the depth aspect and hence
the more challenging part of data management.

Furthermore, item 11 “interpret and modify Java program” has
the lowest mean (3.52) among all items. On the other hand, item 10
on writing Python codes for homework assignments has a much
higher mean (4.59). This shows that many data science students
might be more confident in their Python skills than other program-
ming languages, such as Java.

We also note that (not shown in the table) the item scores are very
skewed, with the skewness ranging from -2.37 (item 3: managing
files) to -.48 (item 29: understanding SQL query processing).

F1 F2 F3 F4 F5 F6
F1 1
F2 [ .53 1
F3| .34 .45 1
F4 | 32 36 .39 1
F5| 34 .46 128 .18 1
F6 | .21 .23 41 34 1 1

Table 2: Correlation matrix of rotated factors

Table 2 shows the correlation matrix of factors after the oblimin
rotation. Suppose the oblimin method uses a rotation matrix Q
to perform the factor rotation. Then the correlation matrix C of
factors is given by Q’Q, where Q’ is the transpose of Q [2]. We
can see that all factors are correlated to some degree, with the
correlation coeflicients ranging from .1 (between factors 5 and 6)
to .53 (between factors 1 and 2). In particular, factor 2 is modestly
correlated with three factors: 1, 3, and 5. This can also be seen from
the factor loadings in Table 1. For example, items 12, 13, and 14
of factor 2 load highly also on factors 1 and 3; and items 38-41 of
factors 5 also load significantly on factor 2. Note that factor 2 “data
modeling and query language” addresses the most fundamental
knowledge and skills on data management. It would be interesting
to examine if high confidence in the fundamentals boosts students’
confidences in other aspects of data management.

5 GROUP ANALYSES

The group analyses are guided by the following research questions.
e RQ1: Does the self-efficacy on data management differ be-
tween male and female students?
e RQ2: Does the self-efficacy on data management differ be-
tween CS and non-CS students?

The answers to these questions are based on student’s scores
on the six factors in the self-efficacy scale. The null hypothesis for
both questions is that factor scores for the students from different
groups (male vs. female and CS vs. non-CS) have statistically similar
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distributions. That is, high and low scores are approximately evenly
distributed among the different groups. The alternative hypothesis
is that scores of different groups have different distributions.

5.1 Computing Factor Scores

There are a number of ways of estimating factor scores (i.e., F;’s
in Equation 1) for a student based on estimated factor loadings of
items (£;;’s) and the student’s raw scores on the items in the scale
(Xi’s). In our analysis, we used the tenBerge estimation method
[20, 36, 40] which ensures that the correlation of factors computed
from the estimated factor scores matches the factor correlation
given by the model (i.e., the matrix C described in Section 4.3).

The factor scores computed by the tenBerge method are stan-
dardized, with a zero mean and standard deviation of 1. The overall
columns of Table 3 show the statistics of scores for each factor,
which include min, max, median, and skew. We can see that scores
of factors 1, 4, and 6 are highly skewed (skewness < -1); and scores
for the rest of the factors are modestly skewed (-1 < skewness < -.5).
Scores for all factors are negatively or left skewed, which means
that, while the majority of the scores are above zero, there are a
large number of low negative scores (long left tail). It is not surpris-
ing that the scores for none of the factors are normally distributed.
The non-normality of the factor scores was also confirmed using
the Shapiro-Wilk test.

5.2 Performing Statistical Tests

To answer research question RQ1, we divided the students into two
groups. Group 1 consists of nj male students and group 2 ny female
students, where n; = 66 and ny = 45. We denote the total sample
size as N where N = nq + ns.

We then performed a two-tailed Mann-Whitney U test [11] for
each factor to determine if factor scores of students from different
groups are statistically different. The Mann-Whitney test considered
all pairs of students (x, y)’s where x is a student from group 1 and
y is a student from group 2. Note that there are nj * ny = 2970 such
pairs in this gender-based test. The test then computed a statistic
U which is the number of pairs where the student x has a score not
less than the score of student y.

When the null hypothesis is true and the sample size is suffi-
ciently large (N > 20), the U values are approximately normally
distributed with mean = nj * np/2 [11]. Accordingly, the U statistic
may be converted into a z-score and its corresponding p-value may
be obtained from a standard normal distribution table.

Similarly, for RQ2, we divided students into CS and non-CS
groups (n; = 38 and ny = 73) and performed the same tests.

The results for the gender-based and major-based tests are shown
in the male vs. female and CS vs. non-CS columns of Table 3 respec-
tively. Note that for each factor, the table also shows the median
score of students in different groups. For example, the m(male)
column shows the medium score of male students.

In addition, we have computed effect size for each test to quantify
the difference between the groups. We considered two types of effect
size: Cohen’s r [18] and Glass’s rank biserial correlation coefficient,
denoted as rg [19, 26]. Both are widely used in research [18, 24]. The
effect sizes for the tests are shown in the ES: rand ES: rg columns
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Factor Overall Male vs. female CS vs. non-CS

min max median skew | m(male) m(female) U p-value ES:r ES:rg| m(CS) m(non-CS) U p-value ES:r ES:rg
F1 [(-429 161 0.32 -1.77 0.26 0.44 1361 0.46 -0.071 -0.084| 0.41 0.21 1751 0.02 0.215 0.262
F2 (-3.85 1.17 0.55 -0.92 0.50 0.69 1403 0.62 -0.047 -0.055| 0.76 0.07 1730 0.03 0.202 0.247
F3 |[-3.28 1.34 0.14 -0.74 0.01 0.29 1195 0.08 -0.165 -0.195| 0.48 0.03 1729 0.03 0.202 0.247
F4 |[-3.86 1.37 0.16 -1.47 0.15 0.17 1530 0.79 0.026 0.030| 0.39 0.09 1660 0.09 0.161 0.197
F5 |-2.94 2.04 0.26 -0.69 0.10 0.52 1331 0.36 -0.088 -0.104| 0.29 0.26 1315 0.66 -0.043 -0.052
F6 |-4.13 225 0.1 -1.08 0.11 -0.04 1630 0.39 0.083 0.098 | 0.54 -0.04 1668 0.08 0.166 0.203

Table 3: Mann-Whitney U test results for the group analyses

of the table. Note that an r value of about .1 is considered to be a
small effect, .3 medium, and .5 a large effect [10, 28].

5.3 Analyzing the Results

Answering RQ1: We can observe from the table that all gender-
based tests have large p values, ranging from .36 to .79, except for
factor 3 which has a p value of .08. Note that if the test for a factor
has a high p-value (e.g., factors 2 and 4), its corresponding U (e.g.,
1403 and 1530) will be very close to the expected mean (2970/2 =
1485) when the null hypothesis is true.

If the significance level is set to .05, then the null hypothesis can
not be rejected for any of the factors. In other words, we could not
find significant difference between males and females. However, if
it were a one-tailed test, the null hypothesis would be rejected for
the factor 3. In other words, the test would find that females tend
to have higher confidences in the depth aspect of data management
than males. Note that negative effect sizes indicate that on the
average, students in the group 2 (females in this case) are scored
higher than students in group 1 (males).

In sum, the analysis found that male and female students had
similar self-efficacy on the breadth of data management, hands-on
skills, and self-regulation. But female students had significantly
higher self-efficacy on their advanced data management skills.

Answering RQ2: The last 6 columns of Table 3 show the results
of major-based tests. We can see that all tests had very low p-values,
ranging from .02 to .09, except for factor 5 where the p-value is
.66. Recall that factor 5 is about students’ self-regulation. So this
indicates that the differences between CS and non-CS students on
their self-regulations are not statistically significant.

With a significance level of .05, the null hypothesis will be re-
jected for factors 1, 2 and 3. In other words, the tests find that CS
students tend to have higher self-efficacy than non-CS students on
system and software skills (factor 1), data modeling and query lan-
guage (factor 2), and query execution and big data processing (factor
3). The effect sizes of these three tests are close to the medium (.3).

Furthermore, the null hypothesis for factor 4 (p = .09) and factor
6 (p = .08) would be rejected for one-tailed test. In other words, CS
students were much more confident on their administration skills
(factor 4) and NoSQL data management skills (factor 6) than non-CS
students. This can also be seen by comparing their median scores.
For example, the medium score of factor 6 is .54 for CS, compared
to -.04 for non-CS students.

In sum, the analysis found that CS students had much higher
self-efficacy on all aspects of data management knowledge and
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skills than non-CS students. However, they had similar beliefs in
their self-regulation abilities.

6 LIMITATIONS

First of all, about 25% of the students who participated in the sur-
vey have taken the database course at least one semester ago. So
additional courses students have taken might have impacted their
self-efficacy. Students typically take machine learning, data mining,
and data visualization after taking the database course. Further-
more, we did not compare the efficacy of students before and after
they have taken the database course. Such a comparative analysis
would be useful to assess the effects of the course on students’ self-
efficacy [16]. We plan to conduct this study in the coming semesters.
We do expect student’s self-efficacy to greatly improve after taking
the course, as suggested by the theory and past studies [35].

Secondly, since the survey was voluntary, about 60% of the stu-
dents taking the course in Spring 22 and only a small number
of students in earlier semesters responded. It is likely that many
students in the past semesters may have graduated and thus the
students who have responded to the survey might not be good
representatives of the students in these semesters. However, note
that the minimum sample size for the factor analysis is largely
dependent on the communality of items and the structure of factor
model [29]. In particular, study [29] shows that when the ratio of
the number of variables to the number of factors is 20:3 (similar to
our 41:6), factor solutions will converge with a sample size of 100
or less if the communality of items is consistently high (above .6),
and most of the factors contain a large number of items.

7 CONCLUSION

We have developed a self-efficacy scale to measure students’ per-
ceived capabilities in modeling and querying of relational and
NoSQL data, understanding the internals of database and big data
systems, and working with computing systems and software for
data management. We have validated the scale through exploratory
factor analysis and demonstrated its utility in group analyses.

Besides further evaluation, we are pursuing several directions to
expand our study: (1) conduct pre-post tests to examine the shift in
students’ self-efficacy from the beginning to the end of the semester;
(2) examine the correlation between student’s self-efficacy and their
performance in database courses; (3) investigate the underlying
factors that led females to have higher self-efficacy than males on
the depth of data management knowledge.
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