
Features, Believe It or Not!∗
A Design Pattern for First-Class Citizen Features on Stock JVM

Francesco Bertolotti
Computer Science Department
Università degli Studi di Milano

Milan, Italy
bertolotti@di.unimi.it

Walter Cazzola
Computer Science Department
Università degli Studi di Milano

Milan, Italy
cazzola@di.unimi.it

Luca Favalli
Computer Science Department
Università degli Studi di Milano

Milan, Italy
favalli@di.unimi.it

Abstract
Modern software systems must fulfill the needs of an ever-growing
customer base. Due to the innate diversity of human needs, soft-
ware should be highly customizable and reconfigurable. Researchers
and practitioners gained interest in software product lines (SPL),
mimicking aspects of product lines in industrial production for
the engineering of highly-variable systems. There are two main
approaches towards the engineering of SPLs. The first uses macros—
such as the #ifdefmacro in C. The second—called feature-oriented
programming (FOP)—uses variability-aware preprocessors called
composers to generate a program variant from a set of features and
a configuration. Both approaches have disadvantages. Most notably,
these approaches are usually not supported by the base language;
for instance Java is one of the most commonly used FOP languages
among researchers, but it does not support macros rather it relies on
the C preprocessor or a custom one to translate macros into actual
Java code. As a result, developers must struggle to keep up with the
evolution of the base language, hindering the general applicabil-
ity of SPL engineering. Moreover, to effectively evolve a software
configuration and its features, their location must be known. The
problem of recording and maintaining traceability information is
considered expensive and error-prone and it is once again handled
externally through dedicated modeling languages and tools. Instead,
to properly convey the FOP paradigm, software features should
be treated as first-class citizens using concepts that are proper to
the host language, so that the variability can be expressed and ana-
lyzed with the same tools used to develop any other software in the
same language. In this paper, we present a simple and flexible de-
sign pattern for JVM-based languages—dubbed devise pattern—that
can be used to express feature dependencies and behaviors with
a light-weight syntax both at domain analysis and at domain im-
plementation level. To showcase the qualities and feasibility of our
approach, we present several variability-aware implementations

∗The title pays homage to the American franchise Ripley’s Believe It or Not! https:
//www.ripleys.com/. It wants to emphasize the obviousness that in this work we will
talk about features.
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of a MNIST-encoder—including one using the devise pattern—and
compare strengths and weaknesses of each approach.
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1 Introduction
Product lines are a staple in industrial production for the creation
of highly-variable systems. Following the same concepts, software
product lines (SPLs) [27] are an increasingly popular technology to
support feature reuse and system variability. Ideally, software prod-
uct line engineering (SPLE) should provide variability mechanisms
to accommodate the introduction and removal of crosscutting and
non-crosscutting features, as well as their transformation without
invasive changes and ripple effects. State-of-the-art SPL develop-
ment environments—such as FeatureIDE [24, 39]—can cope with
all the aspects of the development of a SPL, including construc-
tion, management of software artifacts, configuration and product
derivation. However, such tools and techniques are not natively
supported by the base language and thus the developers have to
struggle to keep up with the evolution of the base language—for in-
stance, Java has a 6-month release cycle sinceMarch 2021. Moreover,
there is no general consensus on how the composition mechanism
should be performed, thus the source code of the core application
and its features are structured differently depending on the chosen
composer tool. Composer tools are preprocessors that translate
feature-oriented code into Java code with regards to a chosen con-
figuration. Possible composers are FeatureHouse [39], AHEAD [3],
Antenna1 and AspectJ [25]. However, it is usually possible to avoid
using preprocessors thanks to the Java Virtual Machine (JVM) ab-
stractions [12]. To change a composer is usually unfeasible as the
SPL has to be rewritten. The tool chain may not support the new
composer so the developers have to learn new syntax, tools and a
specific development environment. A closely related problem is that
of feature traceability: recording and maintaining the potentially
1http://antenna.sourceforge.net
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scattered locations of features in the software artifacts for evolution
and maintenance purposes is tedious and error-prone [1] especially
when changes to the specification cause changes to the implemen-
tation and vice versa. While several feature location and variability
mining strategies have been proposed [10, 11, 30] and evaluated [22]
in the literature, they must be complemented by ad-hoc refactoring
strategies to evolve software into a variability-aware SPL. These
problems may obstacle the adoption of SPLs as a more wide-spread
engineering technique [16] and solving them requires dealing with
their inherent complexity. SPLE involves aspects of domain analysis
and implementation, requirements analysis and product derivation;
the possible configurations are exponential in the number of fea-
tures and SPLs, e.g., the Linux kernel [37] has several thousands of
features whereas the Neverlang.JS implementation of Javascript [7]
has hundreds of language features.

As Larry Tesler stated in an interview for Dan Saffer [31]’s «De-
signing for Interaction» book: «Systems have an inherent amount
of complexity that cannot be reduced». This is known as the law
of conservation of complexity and leaves one question open with
regards to complexity: if it cannot be reduced or hidden, then who
should be exposed to such a complexity? In this paper, we present
an approach in which managing the complexity of software vari-
ability is a matter of design rather than a matter of tooling. In this
approach, software features are modeled through concepts the soft-
ware developers are familiar with, such as composition, inheritance
and design patterns. Feature development and their recording are
the same development activity, so that tracing is done with the
same tools used to analyze normal code: Eclipse and JetBrains’ In-
telliJ IDEA, as well as most other modern Java IDEs support finding
usages of classes and methods, and class hierarchy inspection and
refactoring—including any external dependencies. Most developers
are already familiar with these tools: using the same abstractions to
implement both features and normal classes makes their expertise
applicable to FOP at no additional cost. Should the development
environment be changed, the same code can be reused with no
changes. The same approach can be used as a refactoring frame-
work to complement variability mining techniques or to avoid the
feature location activity by explicitly declaring the variability points
when a SPL is developed from scratch. To show the applicability
of this approach, we present a design pattern for FOP—dubbed de-
vise pattern—and a variability-aware MNIST-encoder implemented
using an implementation of this pattern.

The remainder of this paper is structured as follows. Sect. 2
presents background terminology and concepts. Sect. 3 presents
the essence of the devise pattern. Sect. 4 shows how the pattern can
be customized with additional semantics and used to implement
a variability-aware MNIST-encoder application. Sect. 5 reviews
related work. Finally, in Sect. 6 we draw our conclusions.

2 Background
In this section, we overview background information and terminol-
ogy that is relevant to this work, including basic concepts SPLs and
FOP, and neural networks for the MNIST-encoder case study.

2.1 Software Product Lines
Following the ideas of product line engineering in industrial pro-
duction, SPLE strives to ease the development of variable software
systems, introducing the concepts of software variants and soft-
ware families. Following the feature-oriented programming (FOP)
paradigm [28], software products can be described in terms of the
features they provide. Similar software products that share com-
monalities but differ for a subset of their features are called soft-
ware variants. A collection of software variants is usually called
software family. The goal of SPLE is to ease the deployment of
software families through formalisms such as the Feature Model
(FM) [17]. Given a FM, a software variant is identified through a
configuration—i.e., a collection of active features. The validity of a
configuration is determined by analyzing the FM with regards to
active and inactive features: the FM structure determines feature
dependencies by defining mandatory features, optional features, or
groups, and alternative features, as well as, the simple parent-child
relationship, since a feature can be active only if its parent is also
active. Dependencies can also be explicitly defined using cross-tree
constraints—i.e., Boolean expressions among features of the FM.
If the truth value of any cross-tree constraint is false for a config-
uration then that configuration is invalid. Feature dependencies
may cause anomalies such as atomic-sets—i.e., sets of features that
must either be all active or all inactive at the same time—and dead
features—that can never be active in any valid configuration. Such
anomalies can be detected and refactored to improve the quality
of a FM; this is an active research area and includes structural [5]
and behavioral [4] approaches. In addition to FOP, other paradigms
for SPLE such as aspect-oriented programming (AOP) [15] and
delta-oriented programming (DOP) [32] exist.

2.2 MNIST-encoder
Neural Networks (NNs) are computational graphs with trainable
parameters designed to solve specific tasks. When trained, these
parameters are optimized so that a loss function is minimized. By
minimizing the loss, the NN can learn specific patterns that are
useful to solve the intended task. NNs are highly-customizable
software systems: the type of the architecture and of the loss func-
tion, as well as the number of trainable parameters, are all factors
that can substantially affect the NN performance. NNs learn hid-
den internal representations of the data on which they are trained.
These representations can be explicitly trained to satisfy certain
properties. For example, contrastive learning [8] is a technique in
which a NN is trained so that semantically similar data points have
close hidden representations. This can be achieved by means of
a well-designed loss function. Contrastive learning can be both
supervised and self-supervised. In the first case, semantically close
data points are known in advance and the NN is trained so that their
hidden representation is also close. For example, data points with
the same label are trained to be close to each other, whereas data
points with different labels are trained to be far apart. In the latter
case, semantically close data points are not known beforehand and
are instead generated using augmentation pipelines. These kinds
of architectures are usually referred to as encoders. In this work,
we trained a set of NN encoders using contrastive learning on the
popularMNIST dataset [19]. It contains 60, 000 gray scale images
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of 28 × 28 pixels. Each image represents a numerical digit from 0
to 9. For this reason, we called this application MNIST-encoder.

3 Devise Pattern
To properly frame this contribution, we went back to Prehofer [28,
29]’s work and the origin of FOP. FOP is a model for object-oriented
programmingwhich generalizes inheritance. Instead of using a rigid
class structure, features are similar to mixins [6] and implement
services that can be used by other objects. Therefore, objects be-
haviors are implemented by leveraging the aggregation of several
features whereas more modern software composition tools such as
FeatureHouse [2] give up aggregation in favor of superimposition—
i.e., the process of composing software artifacts by merging their
substructures. In this work, we remain true to the original vision
of FOP while taking a more naïve approach, in which classes are
the result of feature aggregation. This process is eased by changes
recently introduced in object-oriented programming languages—
such as lambdas in Java 8. We propose the devise pattern, designed
to achieve the following FOP goals:
• separation of concerns—the modeling code is separated from the
implementation code;

• light on the domain analyst—the modeling code of a feature
and of the FM is minimal, it contains no semantics and can be
automatically generated if the FM is already available;

• light on the developers—the implementation code of a feature
takes little to no boilerplate code (the samemagnitude of a #ifdef
macro in C);

• flexibility—the implementation code of feature behavior can ei-
ther be embedded in the application or separated from it to sup-
port information hiding and reuse;

• statically-checked—both the modeling code and the implementa-
tion code are checked by the stock language compiler.

The devise pattern, its participants and its application are structured
following Gamma et al. [13]’s work on design patterns.

Purpose and Scope. The devise pattern is a class behavioral
pattern. It deals with the relationship among classes implementing
crosscutting concerns (features) and with how these classes and
their instances (feature actions) interact and set responsibility.

Intent. Explicitly express the variability points of an algorithm
at source level so that they can later be traced and refactored. Keep
the FM and its implementation aligned by means of the compiler.
Plan the feature semantics ahead and defer their execution until
they are ensured to be active in a valid configuration. Render the
main application unaware of the underlying configuration.

Motivation. Consider a variability-awaremachine learning appli-
cation inwhich two different loss functions can be used: Triplets [33]
and InfoNCE [26]. These two specific loss functions are not inter-
changeable and choosing one over the other in a configuration af-
fects the preparation of the training set and the graph of the model
to be trained. In both cases, the code is scattered across the main
application. The loss function is then a crosscutting concern and
can be modeled as a feature. Different features may have constraints
with each other: no loss function is needed if the model is restored
from memory. Otherwise, either one of them must be active, but
not both in the same configuration. At each point of the execution

in which a configuration choice is relevant, the main application
must explicitly declare a variability point and any dependencies
among features which the variability point is concerned with. To
summarize, to solve the problem of variability of loss functions
it means to solve four sub-problems: to declare the cross-cutting
concerns (features declaration), to declare a variability point in the
application (variability points declaration), to declare constraints
among features (constraints declaration), and to configure prod-
uct variants (configuration management). A solution to the feature
declaration problem is to separate the class hierarchy of the main
application from the feature hierarchy, so that class instances (ob-
jects) and feature instances (feature actions) can be combined at
will through aggregation. With this structure, cross-cutting con-
cerns can be identified simply by inspecting the class hierarchy. In
our example, each of the two loss functions will inherit from the
same Feature abstract class. Any other class that does not inherit
from Feature will not be identified as a cross-cutting concern. A
common solution to the variability point declaration problem is the
usage of conditional compilation with #ifdef macros [20]. While
this solution is extremely simple, it is usually considered error-
prone due to the low level of abstraction. To maintain the benefits
of an #ifdef while improving the abstraction, a solution would be
to separate the declaration of a variability point from its implemen-
tation. For example, both Triplets and InfoNCE are implemented in
their own classes and the main method only declares the variability
point in which one of the two must be chosen in a configuration. A
common problem with constraints declaration is that feature con-
straints are usually declared at FM level, so it is hard to ensure
that dependencies expressed in the source code align with those
declared in the FM. A solution to this issue would be to declare the
feature constraints directly at source level: the alignment between
the representation at FM level and the implementation can then be
checked automatically. For instance, the alternative nature between
Triplets and InfoNCE that we discussed earlier should be expressed
both at FM level and at source level. Any inconsistencies can be
revealed by analyzing the source code against the FM. To solve
the configuration management problem, the application needs an
activation mechanism that handles the execution of each feature:
feature actions must be executed if and only if the corresponding
feature is active in the current configuration. In this example, the
main application is a client for two possible services provided by
the alternative Triplets and InfoNCE features. The service that is
actually provided when the application is run is determined by a
configuration, whose validity is checked against the FM.

Applicability. The devise pattern should be used to manage
the variability of SPLs without preprocessors, as discussed in the
motivational example above. In particular, the devise pattern can
explicitly declare variability points in an application and untangle
code from different concerns by refactoring them into features. The
scattered locations of features implemented with the devise pattern
can be retrieved automatically with common tools such as an IDE.
The devise pattern can also be used to defer the execution of a block
of code until the validity of a configuration is checked. Finally,
the devise pattern offers a viable solution whenever configuration
choices are subject to complex constraints.
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Figure 1: Essential class diagram of the devise pattern.

Structure and Participants. Fig. 1 shows the class diagram of
an essential implementation of the devise pattern, representing
the hierarchy of the feature classes. Each feature class is used by a
client application (not shown in the diagram). There are five main
participants to the devise pattern.
• Feature—the root of the feature hierarchy. The semantics of a
feature action are devised using the does method and stored in
a body field. The does method also returns the feature action
to allow method call chains. The execution is deferred until the
doit method is called.

• Abstract and Concrete Features—sub-classes of the Feature class
determine the FM of the SPL. Each direct subclass of Feature
(RootFeature in Fig. 1) is the root of a FM. The complete FM is
equivalent to the sub-hierarchy of RootFeature, with abstract
classes being abstract features and concrete classes being con-
crete features. Each feature can be enriched with feature-specific
attributes (FeatureSpecificAttribute in Fig. 1) and operations
(such as FeatureSpecificOperation1 in Fig. 1). Notice that fea-
ture attributes are used to support the extended FM formalism.

• Configuration—declares an interface to determine if features are
active or inactive, i.e., whether their devised action should be
executed when its doit method is called.

• ConcreteConfiguration—implements the isActive interface. It
stores the activation status of features, checks the validity of a
variant and preempts the execution of inactive features.

• Variant (Application)—creates feature actions by instantiating
features, defines the variability points and the dependencies be-
tween feature actions.

Collaborations. Fig. 2 shows the sequence diagram of an exem-
plary variability-aware application implemented with the devise
pattern. The participants are the same as in Fig. 1, with the addition
of the Variant main application and a PreMain. The main method
stored in the Variant is unaware of the current configuration

1 new Hello()
2 .does(() -> System.out.println("Hello"))
3 .implies(new World().does(() -> System.out.println(" World")))
4 .doit();

Listing 1: Declaring constraints among feature actions.

which is set by the PreMain. In this example, ConcreteFeature1
is inactive and ConcreteFeature2 is active. Then, the PreMain

launches the actual Variant main. The Variant declares two vari-
ability points, one for each of the two concrete features. In the
case of ConcreteFeature1, the execution is devised and deferred
to a later time whereas a feature action for ConcreteFeature2 is
devised and executed sequentially by calling the does and doit

methods respectively. When the doit method is called, each fea-
ture action messages the Configuration to check if it is active. In
this example, only ConcreteFeature2 is active and therefore ex-
ecuted, whereas ConcreteFeature1 is not executed. Notice that
the Variant only has to devise the semantics of ConcreteFeature1
and ConcreteFeature2 whereas their execution or preemption is
entirely handled by the Configuration.

Consequences. The devise pattern has the following benefits (+)
and drawbacks (-).
+ It leads to an inverted control structure referred to as the Holly-

wood principle [38]: the Configuration handles the execution of
the Variant and preempts the execution of inactive features and
invalid configurations.

+ It makes the variability points of the application explicit: given a
configuration, an active feature action could be replaced with its
body without changing the semantics.

+ Feature actions are predictable and their body is a function that
cannot cause side effects over out-of-scope variables.

+ Devising feature actions eliminates the need for conditional state-
ments because alternative behaviors are selected based on the
configuration; for instance, an alternative group is equivalent to
a switch statement with a break on each case. For this reason,
there is no need for binary flags in source code to control the
execution flow.

+ Moves feature-specific attributes and methods from the classes’
source code to the features’ source code.

- Features increase the number of classes in an application: each
feature is an additional class and the body of each feature action
is translated into a class by the Java compiler.

- The code of the feature action’s body is embedded in the main
application, thus the resulting code may be hard to comprehend
and analyze. As we will show later in this section, extracting a
feature action requires additional abstractions.

Implementation and Sample Code. So far, we provided an
overview of the essence of the devise pattern and its participants.
However, several implementation-specific improvements can be
made to vary the base interface described in Fig. 1. We identified
and applied five possible improvements. The resulting interface of
the improved implementation is shown in Fig. 3.

Abstractions to express feature dependencies. In our implemen-
tation, we chose to enrich the Feature class with one method for
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PreMain

PreMain

Variant

Variant

ConcreteFeature1

ConcreteFeature1

ConcreteFeature2

ConcreteFeature2

Configuration

Configuration

ConcreteFeature2 is active

main()

new ConcreteFeature1(attr).does(action)
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new ConcreteFeature2().does(action).doit()

is ConcreteFeature2 active?

ConcreteFeature2 is active
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Figure 2: Sequence diagram of an exemplary variability-aware application devising two feature actions: one instance of
ConcreteFeature1 (which is inactive) and one of ConcreteFeature2 (which is active). In both cases, the execution is deferred until
the doit method is called. Configuration preempts the execution of inactive feature actions (ConcreteFeature1 in this example).

1 void main() {
2 new Hello.does(() ->
3 System.out.println("Hello")
4 ).implies(
5 new WorldAction()
6 ).doit();
7 }
8 @Action
9 public class WorldAction extends World {
10 public WorldAction() {
11 this.does(() -> System.out.println(" World"))
12 }
13 }

Listing 2: Embedded and refactored feature actions.

FeatureModifiers

Action Mandatory

OrGroup AlternativeGroup

Configuration

isActive(feature: Class<?>) : Boolean
isValid() : Boolean
activate(feature: Class<?>) : Configuration
deactivate(feature: Class<?>) : Configuration

Feature
T

body: Supplier<Optional<T>>

does(action: Supplier<T>) : Feature<T>
does(action: Runnable) : Feature<T>
doit() : Optional<T>
and(other: Feature<T>) : Feature<T>
or(other: Feature<T>) : Feature<T>
not(other: Feature<T>) : Feature<T>
xor(other: Feature<T>) : Feature<T>
implies(other: Feature<T>) : Feature<T>
isFeature() : Boolean

0..n 1

Figure 3: Extended class diagram of the devise pattern.

each of the most common Boolean relations, which are often used
to declare cross-tree constraints in FMs: and, or, not, implies, xor.
An example of usage of this API is shown in Listing 1. In this exam-
ple, if the Hello feature is active, then the World feature must also
be active. This constraint can be expressed by using the implies
method. This is possible because the execution is deferred until all

actions and their dependencies have been devised—i.e., when the
doit method is called (on line 5).

Refactor embedded code out of the main application. In most cases
it is beneficial to decouple the declaration of the variability point
and its implementation, otherwise the devise pattern acts identically
to #ifdef macros. In our implementation, we chose to provide an
@Action annotation and an isFeaturemethod that returns false if
the class is annotated, so that annotated classes are not considered
as part of the FM and instead their activation status is determined
based on their super-class. Consider refactoring Listing 1 so that the
implementation of the World feature action is decoupled from the
variability point declaration. The result of the refactoring is shown
in Listing 2, in which the embedded feature action for the World
feature was moved to the WorldAction annotated class. Thanks to
this refactoring, the main method is unaware of the World feature
implementation and the refactored WorldAction can also be reused
in different parts of the application without code duplication. This
was not possible in Listing 1.

Extended features parametrization. To implement extended fea-
tures and their parameters, consider using configuration methods
instead of constructors: non-default constructors must be overrid-
den by child classes, causing unnecessary overhead for the domain
analyst writing the model. In Listing 3, Hello1 and Hello2 are de-
vised with the same semantics, but the second one does not require
sub-classes to override the non-default constructor.

Non-void feature actions. Listing 1, 2 and 3 show void feature
actions, implemented using the Runnable interface. A more flex-
ible implementation may allow feature actions to return values.
In our implementation, the body of a feature action returns an
Optional type. Feature actions can be devised by providing ei-
ther a Supplier (with return value) or a Runnable (without return
value). In the latter case, executing the feature action will return
an Optional.empty() value.

Related Patterns. A builder [13] can greatly benefit from us-
ing the devise pattern to configure the creation of complex object
variants. The doit method of the Feature class is structured as a
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Figure 4: FM of the MNIST-encoder software family.

1 void main() {
2 new Hello1(42).doit();
3 new Hello2().config(42).doit();
4 }

6 public class Hello1 extends Feature {
7 private int param;
8 public Hello(int param) { //Must be overridden by subclasses!
9 this.param = param;
10 this.does(() ->
11 System.out.println(param + " is the answer")
12 );
13 }
14 }

16 public class Hello2 extends Feature {
17 private int param;
18 public Hello2 config(int param) { //No need to override
19 this.param = param;
20 return this.does(() ->
21 System.out.println(param + " is the answer")
22 );
23 }
24 }

Listing 3: Configuring extended features.

template method [13]. The separation between the feature abstrac-
tions and their implementation through a Runnable or a Supplier
functional interface is akin to a bridge pattern [13]. The enforce-
ment of the same configuration across all features and the main
application can be achieved with a singleton object [13].

4 Case Study: MNIST-encoder
In this section, we will discuss three different implementations of
the MNIST-encoder in which the variability is handled at source
level without using external preprocessors: using JSON configura-
tion files, the Variability Modules in Java (VMJ) [35] architectural
pattern, and the devise pattern.

4.1 Application Overview
The design of deep learning applications often offers huge chal-
lenges in terms of variability. Several aspects of NNs, including
architecture, training procedure and dataset, can be modeled differ-
ently to achieve different results. SPLE represents a valuable asset
to model the variability of this kind of applications and to produce
a family of related but different NNs. In this work, we embraced
this approach to develop a family of MNIST-encoders (see Sect. 2.2).
First, we analyzed the application domain and produced the FM
presented in Fig. 4. The FM shows that theMNIST-encoder SPL has
to deal with several variability concerns.

• Logging: tweak the output information that is provided to the
user during training, including the value of debug variables, the
loss and the model checkpoints; logging can also optionally plot
the resulting encodings.

• NN architecture: we consider three kinds of architectures. The
multi-layer perceptron (MLP) [14], the convolutional neural net-
work (CNN) [14] and the MLP mixer [40]. All these NNs can be
trained according to different loss functions. We consider only
the Triplets [33] and the InfoNCE [26] loss functions.

• Supervised or self-supervised learning: depending on the approach,
a different dataset has to be generated.

• Dimensionality reduction techniques: usually, hidden NN represen-
tations are high dimensional vectors. To visualize these vectors
in 2D scatter plots, it is necessary to project them into a low-
dimensional space. This can be achieved with various techniques
such as t-SNE [21] and UMAP [23]. Instead, when the hidden rep-
resentation is already low dimensional, it can directly be plotted
without projection.

Overall, the FM contains 34 features, 15 of which are extended
features that can be parameterized, allowing for additional cus-
tomization options. In this work, we considered and evaluated 8 out
of the total 55,296 valid configurations. Each variant was trained
and used to produce the encodings of 10,000 data points from the
MNIST dataset. We chose eight specific variants for a better compar-
ison: we kept a shared base configuration and only changed a few
features to better showcase the effect that each feature has on the
results. The results are shown in Fig. 5. Each color represents a data
point labeled with a different digit (from 0 to 9). All variants learned
a meaningful representation: data points with the same label are
generally clustered together. The first two rows are NN variants
using the CNN architecture; the last two rows are NN variants
using the MLP architecture. Odd rows use a dataset for supervised
learning whereas even rows use a dataset for self-supervised learn-
ing. The left column shows NN variants in which dimensionality
reduction is performed using t-SNE. On the right column those in
which dimensionality reduction is performed using UMAP. Notice
that the CNN variants show better clustering on average.

4.2 Variability-aware Encoders
In this section, we overview the three approaches that we chose
to turn the base MNIST-encoder implementation into a SPL that
is aware of the variability concerns discussed earlier. Since we
are focusing on approaches that do not require external tools, the
configuration is performed manually by the developer in all these
implementations. However, consider that the generation of config-
uration files can be automated with additional tooling.
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(a) Convolutional neural network, supervised, t-SNE.
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(b) Convolutional neural network, supervised, UMAP.
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(c) Convolutional neural network, self-supervised, t-SNE.
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(d) Convolutional neural network, self-supervised, UMAP.
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(e) Multi layer perceptron, supervised, t-SNE.
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(f) Multi layer perceptron, supervised, UMAP.
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(g) Multi layer perceptron, self-supervised, t-SNE.
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(h) Multi layer perceptron, self-supervised, UMAP.

Figure 5: Embeddings obtained by eight variants of the MNIST-encoder using the InfoNCE loss. The legend reported in Fig. 5a
maps each color to the label of the 10,000 data points.
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1 SameDiff engine =
2 new Restore<>().does( // #ifdef RESTORE
3 Model::load
4 ).xor(new Train<>().does( // #elif defined(TRAIN)
5 SameDiff::create
6 )).doit(); // #endif

Listing 4: Restore and Train are alternative features.

JSON. The Javascript object notation (JSON) is commonly used
for serialization and deserialization of objects; it is also used as a
format for configuration files. In this version of theMNIST-encoder,
the JSON configuration files are deserialized into factories [13]. The
MNIST-encoder can be customized by editing one or more of the
configuration files: a different JSON configuration will instantiate
a different factory and eventually a different variant.

VMJ Pattern. VMJ [35] is an architectural pattern for the gener-
ation of SPLs. VMJ is based on the DOP paradigm in which features
are expressed as deltas over a core module. Each delta is imple-
mented as a decorator [13]. In VMJ a product is expressed using
factories that instantiate a core module and all the required deltas
depending on the configuration. Feature selection happens in a
module declaration that lists all its requirements. Configurations
are expressed as different main methods in which the core modules
are configured by applying all the necessary deltas. Please refer
to [35] for a complete overview.

Devise Pattern. The MNIST-encoder implementation based on
the devise pattern follows the framework discussed in Sect. 3. Each
feature in the FM from Fig. 4 is a Java class that directly or indirectly
inherits from Feature. The effects that the activation of each feature
has on a variant are expressed as feature actions—i.e., instances of
feature classes—whose semantics are devised by passing executable
code to the doesmethod. For instance, Listing 4 shows two features:
Restore and Train, which are part of an alternative group—only
one of them can be active at the same time. If both are active or
both are inactive, the configuration is considered invalid. This is
expressed at source level using the xor method. When Train is ac-
tive the differentiation engine is created as a clear instance. Instead,
when Restore is active the differentiation engine is instantiated
by loading a previously saved model. In this case, the semantics
are devised using Java method references. Using the devise pattern,
creating a new configuration should be as effortless and reusable
as possible. TheMNIST-encoder uses a BaseConfiguration class
as a template for all eight aforementioned NN variants and lever-
ages inheritance to minimize the required changes. For instance,
Listing 5 shows a DerivedConfigurationwhich is obtained by acti-
vating seven additional features over the BaseConfiguration. The
effort of creating a new configuration is minimized by sticking to
a declarative approach in which active and inactive features are
simply listed with no mention of the control flow of the application.
This implementation is based on the extended version of the de-
vise pattern interface shown in Fig. 3, supporting all the modeling
techniques provided by mainstream feature modeling tools:
• cross-tree constraints are expressed using Boolean operators over
feature actions (and, or, not, xor and implies methods);

1 public class DerivedConfiguration extends BaseConfiguration {
2 public DerivedConfiguration() {
3 super();
4 this.activate(
5 InfoNCELoss.class,
6 InfoNCEDataset.class,
7 InfoNCEModel.class,
8 Reduction2D.class,
9 Tsne.class,
10 InfoNCEMLP.class,
11 InfoNCESupervised.class);
12 }
13 }

Listing 5: Creating a DerivedConfiguration is eased by extend-
ing the BaseConfiguration class.

• alternative (xor) groups are expressed by an @AlternativeGroup

annotation as a feature class modifier;
• or groups are expressed by an @OrGroup annotation as a feature
class modifier;

• mandatory features are expressed by a @Mandatory annotation
as a feature class modifier.

The BaseConfiguration class collects all this information with
regards to each feature class in the feature hierarchy and evaluates
its validity before running the main application. The execution is
preempted if the configuration is invalid with respect to the FM.
The full implementation of the devise pattern and its application is
available at Zenodo:

https://doi.org/10.5281/zenodo.6624848

Summary. In JSON the variability is handled using configuration
files and factories. In VMJ the variability is handled by applying
different decorators over the base component class. In the devise
pattern the variability is handled by declaring variability points
and devising feature actions and managed by a configuration class.

4.3 Comparison: Non-Functional Properties
The semantics of each of the eight considered variants of theMNIST-
encoder do not change depending on the mechanism used to ex-
press the variability: JSON, VMJ or devise pattern. However, the
three approaches are substantially different with regards to their
non-functional properties. In this evaluation, we identified 13 non-
functional properties supported by at least one of the approaches.
Then, we classified each non-functional property into one of four
categories. The feature dependencies category collects all proper-
ties dealing with the expressiveness with regards to the base FM
formalism: alternative groups, or groups, mandatory features and
cross-tree constraints. The implementation extension category col-
lects the properties dealing with the capability of changing the
behavior of an existing class [35]: adding and removing fields and
methods. TheOther FM formalisms category collects properties deal-
ing with the expressiveness with regards to variants of the base FM
formalism: the extended FM formalism and the multi-dimensional
FM. The Quality of life category collects all other properties that
can improve the usability of the approach by providing support
to the verification and maintenance of SPLs: static checking capa-
bilities, configuration inheritance, traceability of feature location,
separation between modeling code and implementation code, and

https://doi.org/10.5281/zenodo.6624848
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Property JSON VMJ Devise

Alternative groups # #  
Or groups # #  
Mandatory features #   

Feature
dependencies

Cross-tree constraints # # H#

Add fields & methods #  H#Implementation
extension Remove fields & methods #  #

Extended features    FM
formalisms Multi-SPL H#  H#

Statically checked # H#  
Configuration inheritance # H#  
Traceability support #   
Model and implementation # #  

independence
Quality of life

Intercompatibility    

Table 1: Support to VM modeling in different approaches.
#: not supported, H#: partially supported,  : fully supported.
compatibility with other approaches. This section discusses each
of the 13 properties. Table 1 summarizes this discussion.

Feature Dependencies. In most common variability modeling
frameworks, such as FeatureIDE, the FM formalism can be properly
expressed by enriching features with additional information—i.e.,
if features are either optional or mandatory and if siblings are part
of an alternative group or an or group. JSON cannot express any of
these feature dependencies. VMJ can properly support mandatory
features by combining module requirements and well-designed
factories. However, to the best of our knowledge, it is not possible
to declare different deltas as part of an or group or an alternative
group, because each delta is modeled as a decorator over the same
base component class. In our implementation of the devise pattern,
mandatory features, alternative groups and or groups are expressed
as simple annotations and checked by the configuration abstraction.
Instead, the devise pattern supports cross-tree constraints only
partially, because feature dependencies are expressed at source level
and evaluated when the feature action is instantiated; therefore any
invalidity with regards to cross-tree constraints is captured, but
only at runtime. Statically detecting cross-tree constraints would
require an external control flow analysis tool.

Extension of a Base Implementation. The VMJ approach na-
tively supports addition and removal of both fields and methods.
Addition is simply performed by decorators. Removal of methods
is done by throwing a runtime exception in the overridden method.
Similarly, removal of fields is done by overriding their getters and
setters. Notice that this is possible only if the removed fields are
private and never accessed through reflection. The devise pattern
can only emulate the addition of fields and methods through ag-
gregation and does not support fields and methods removal. JSON
does not support any of the above.

Other FM Formalisms. All three approaches fully or partially
support the variants of the base FM formalism: extended feature
model and multi-product lines. The parameters of extended features
are implemented as fields but are handled differently depending on
the approach: in JSON, the fields are simply added to the factories
and are deserialized when the configuration is loaded; in VMJ,
the parameters are added as fields of the decorator classes and

Modeling effort JSON VMJ Devise

Variability 597 1528 1066
Configuration (1 configuration) 43 112 109
Configuration (8 configurations) 344 896 293

Table 2: Modeling effort in terms of LoC required to turn
a core implementation into a variability-aware one using
different approaches. Also the effort to create the first con-
figuration and all the eight configurations from Fig. 5.

then set by the factory methods called by the main; in the devise
pattern, parameters are static fields of the classes from the feature
hierarchy. Multi-product lines can be partially achieved in JSON by
nesting configurations and in the devise pattern by using multiple
configuration classes in the same product which are combined
through aggregation; only VMJ directly addresses the problem of
multi-product lines and it is designed to fully support the formalism.

Quality of Life. Finally, we consider the aspect of quality of
life for variability modeling. This includes the capability of stati-
cally checking SPLs and their configurations, the support to the
extension of existing configurations, the traceability of feature im-
plementations and the compatibility with other approaches. In the
devise pattern all elements of variability are statically checked:
mandatory features, or and alternative groups; all product variants
coexist and are checked by the compiler, including any return types
of the feature actions. VMJ can only check the validity of manda-
tory features using modules. However, decorators over the base
module are applied using reflection that can fail at runtime if types
mismatch. Similarly, access to removed fields and methods raise
runtime exceptions that can cause failures if not properly handled.
Both the devise pattern and VMJ support the extension of existing
configurations. However, this can be achieved natively with the
devise pattern using the Configuration class, whereas changing
a configuration in VMJ requires refactoring of the existing prod-
uct. Most notably, removing a delta may not be feasible depending
on the ability to remove decorators from a component. Finally,
in both VMJ and the devise pattern the feature traceability issue
is trivialized by mapping features and their implementations to
language-specific abstractions which usages can be easily traced
by any commonly used IDE. However, only the devise pattern can
properly separate the model from its implementation, whereas in
VMJ the deltas are expressed in the decorator classes together with
their implementation. None of the above quality of life improve-
ments are directly supported in JSON. However, it should be noted
that the three approaches to variability modeling are not mutually
incompatible and can be combined at will depending on the sce-
nario to stem and complement their issues. We argue that this point
represents the main advantage of using an in-language approach to
variability modeling over external preprocessors: software artifacts
that can be handled by a specific preprocessor are usually incom-
patible other preprocessors, therefore migration between different
preprocessors can be hard or unfeasible.

4.4 Comparison: Modeling Effort
For each of the three implementations of theMNIST-encoder, we
analyzed the effort—in terms of lines of code (LoC)—required to
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model the variability and generate new products. All implementa-
tions depend on a variability-unaware core application of 2236 LoC.
Table 2 reports the results of our analysis.

• Modeling the variability in JSON required the factory classes
discussed earlier, for a total of 597 LoC; then each configuration
can bewritten in JSON for a total of 43 LoC for each configuration.
Deploying the eight configurations from Fig. 5 costs 344 LoC.

• Modeling the variability in VMJ required adding the component
and decorator classes, as well as the same factories used by JSON,
for a total of 1528 LoC; then each configuration can be written
in a Java main class for a total of 112 LoC for each configuration.
Deploying the eight configurations shown in Fig. 5 costs 896 LoC.

• Modeling the variability using the devise pattern required adding
one class for each feature of the FM and a variability-aware
main class, for a total of 1066 LoC; writing the first configuration
requires creating the BaseConfiguration abstract class (86 LoC)
and a concrete configuration subclass (23 LoC), for a total of
109 LoC. Deploying the remaining 7 configurations shown in
Fig. 5 costs 23 additional LoC for each configuration: the total
configuration effort is 293 LoC.

The modeling effort among the three approaches is fairly similar:
JSON has a slight advantage in terms of both variability modeling
and configuration modeling, but it should be noted that the JSON
approach does not express the FM formalism and its constraints.
Conversely, VMJ and the devise pattern face an initial overhead to
introduce the variability with the advantage of expressing feature
constraints. Between the two, each feature written in the devise
pattern takes slightly less LoC than the respective feature in VMJ,
for a total of 1066 LoC vs 1528 LoC. Finally, configuration inheri-
tance in the devise pattern introduces an initial overhead on the
first configuration but then the first configuration can be reused to
model subsequent configurations, reducing the configuration effort
substantially in the long run.

4.5 Threats to Validity
The validity of our results may be threatened by our lack of exper-
tise with the VMJ architectural pattern; our implementation was
not reviewed by the original authors [35] and we may have applied
the pattern incorrectly, which may lead to different results in Ta-
ble 2. To stem this issue we applied the same black-box approach
to the usage of the devise pattern: the implementation of the devise
pattern library and its usage for the development of the MNIST-
encoder were performed separately by different contributors of
this work. To the best of our knowledge the three variability-aware
implementations of the MNIST-encoder should be semantically
equivalent, but this is hard to properly verify due to the random
nature of the learning process in DeepLearning4J2—different runs
may result in different NNs. In this regard, we separated the core
library that implements most of the functionalities used by each
implementation, so that each approach is only concerned with
the variability modeling aspect. Our implementation of the devise
pattern is written in Java and may not be applicable to other lan-
guages. However, the pattern should at least be applicable to any

2https://deeplearning4j.konduit.ai/

object-oriented language, as we tested by developing minimal im-
plementations in Scala and Kotlin3. We do not compare against
composers and preprocessors from the literature—they may provide
better abstractions for variability modeling. As discussed in Sect. 1,
we argue that a direct comparison is not applicable because the two
approaches to variability modeling tackle different problems.

5 Related Work
SPLs are very popular and a variety of approaches to support their
definition have been proposed by researchers [3, 18, 25]. However,
all these approaches are based on preprocessors and, to the best of
our knowledge, there has been little research on design patterns
in the context of modeling and implementation of SPLs besides
our work. The most similar work is the VMJ architectural pattern
based on variability modules and DOP [35] that we discussed in
Sect. 4 and in which each feature is implemented through decora-
tors [13] over the base implementation. Seidl et al. [34] presented a
generative SPL development method using variability-aware ver-
sions of the observer, strategy, template method and composite [13]
patterns and introduced the Family Role Model as a notation to
capture constraints on the variable application. Shatnawi and Cun-
ningham [36] addressed the difficulty of specifying and maintaining
feature models due to the SPLE tools requiring specific knowledge
and skills and they proposed to encode FMs using JSON. Their
contribution share with our the choice of using mainstream tech-
nologies to develop SPLs. On a similar note, Chimalakonda and
Lee [9] discussed the inconsistency and incompatibility of tools and
methods in SPLs and the need for the introduction of standards in
their development. They argue that the diversified range of tools
and methods is one of the primary hindrances to the adoption of
SPLs in the industry, since artifacts developed with one suite are
not compatible nor reusable with other ones.

6 Conclusions
In this paper, we introduced the devise pattern as a novel technique
for modeling and implementing SPLs. It can express all aspects of
the extended FM formalism using tools that are familiar to software
developers and with a syntax similar to the #ifdef macros in C.
Feature actions can also be refactored using dedicated abstractions
to avoid the #ifdef hell problem and code duplication. The devise
pattern prevents the need for feature location techniques because
variability points are explicitly declared in the application and can
be used to complement variability mining techniques. Our con-
tribution is a description of the pattern following Gamma et al’s
template. We demonstrated its applicability on the development of a
variability-awareMNIST-encoder application. Finally, we compared
this application to other two variability-aware alternatives imple-
mented using JSON configurations andVMJ decorators respectively.
Our contribution resulted more expressive and can model all as-
pects of the FM formalism; the validity of the configurations can be
checked statically and deploying multiple configurations is eased.
We believe that it can ease the adoption of SPLs in the industry
and research by reducing the barrier to enter associated with the
complexity of dedicated tools and environments.

3The Scala and Kotlin implementations are not discussed due to space constraints.

https://deeplearning4j.konduit.ai/
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