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ABSTRACT

We consider zero-shot cross-lingual transfer in legal topic classifi-

cation using the recent Multi-EURLEX dataset. Since the original

dataset contains parallel documents, which is unrealistic for zero-

shot cross-lingual transfer, we develop a new version of the dataset

without parallel documents. We use it to show that translation-

based methods vastly outperform cross-lingual fine-tuning of mul-

tilingually pre-trained models, the best previous zero-shot transfer

method for Multi-EURLEX. We also develop a bilingual teacher-

student zero-shot transfer approach, which exploits additional un-

labeled documents of the target language and performs better than

a model fine-tuned directly on labeled target language documents.

KEYWORDS

natural language processing, legal text classification, zero-shot

cross-lingual transfer learning

ACM Reference Format:

Stratos Xenouleas [1,2], Alexia Tsoukara [2], Giannis Panagiotakis [2],, Ilias

Chalkidis [1,2,3], Ion Androutsopoulos [1]. 2022. Realistic Zero-Shot Cross-

Lingual Transfer in Legal Topic Classification. In Proceedings of 12th Hellenic

Conference on Artificial Intelligence (SETN 2022). ACM, New York, NY, USA,

8 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION

Transformer-based [21] pre-trained language models [6] have sig-

nificantly improved performance across NLP tasks. Multilingually

pre-trained models [4, 23] have also been used for zero-shot cross-

lingual transfer [13, 19], i.e., fine-tuning (further training) in one or

more source languages and applying the model to other (unseen)

target languages at inference. NLP for legal text has become pop-

ular [2, 3, 11, 22, 25], but to our knowledge only Chalkidis et al.

[2] have considered cross-lingual transfer of neural models in le-

gal NLP. They introduced a multilingual dataset, Multi-EURLEX,

for legal topic classification and explored zero-shot cross-lingual

transfer using multilingually pre-trained models like XLM-R [4]

combined with adaptation [12, 24] to retain multilingual knowledge

from pre-training. Multi-EURLEX, however, contains to a large

extent parallel text (same content in multiple languages), which
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is unrealistic in real-world cross-lingual transfer. Also, Chalkidis

et al. [2] did not consider translation-based methods [14], which

machine-translate the target language documents to a source lan-

guage, or machine-translate the labeled source documents to the

target languages and use the translations to train models for the

target languages. Teacher-student approaches, which leverage mul-

tilingual teacher models to soft-label unlabeled documents of the

target language(s) to train a student [7], were also not considered.

We address these limitations in this work.

• We construct, use, and release a new,more realistic version of

Multi-EURLEX that contains non-parallel training documents

in four languages (English, French, German, Greek), along with

the same (parallel) development and test documents for those

languages as in the original dataset.

• To establish ‘upper’ performance bounds for zero-shot trans-

fer, we fine-tune XLM-R separately per language, as well as

jointly in all four languages, simulating a scenario where there are

equally many training documents in all languages, also confirm-

ing that adapters improve cross-lingual transfer. Unlike Chalkidis

et al. [2], we find that jointly fine-tuning for all languages leads

to better performance, compared to monolingual fine-tuning. We

partly attribute this difference to the fact that the original dataset

contains parallel documents (same content), which reduces the

benefit of jointly training in multiple languages.

• We show that translation-basedmethods vastly outperform
cross-lingual fine-tuning with adapters, which was the best

zero-shot cross-lingual transfer method of Chalkidis et al. [2].

This suggests that exploitingmodern Neural Machine Translation

(NMT) systems is a much better zero-shot cross-lingual transfer

strategy in real life, at least for legal topic classification.

• We develop a bilingual teacher-student. A multilingually pre-

trained teacher is fine-tuned on labeled documents of the source

language and their machine-translations in the target language.

The teacher then soft-labels all the documents it was trained

on, and also soft-labels unlabeled documents of the target lan-

guage. A student is then trained to predict all the soft labels.

Its performance exceeds themonolingual ‘upper bound’, i.e.,

fine-tuning directly in the target language. Also, the student

supports both the target and the source language, which allows

a company to support both languages with a single model.

2 RELATEDWORK

Pre-trained Transformers have boosted performance across NLP,

including cross-lingual transfer [4, 5, 23]. Adapter modules [12]

have been used to transfer pre-trained models to low-resource or

even unseen languages [16, 17]. Also, Eisenschlos et al. [7] proposed

MultiFiT, a teacher-student framework that allows pre-training
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and fine-tuning monolingual students in a target language, using

a multilingually pre-trained teacher to bootstrap the student with

soft-labeled documents of the target language.

Gonalves and Quaresma [10] performed legal topic classification

in English, German, Italian, Portuguese using monolingual SVMs

and their combination as a multilingual ensemble. Chalkidis et al.

[2] studied zero-shot cross-lingual transfer in legal topic classifi-

cation, introducing Multi-EURLEX. They found that fine-tuning

a multilingually pretrained model in a single language leads to

catastrophic forgetting of the multilingual knowledge from the

pre-training and, thus, performs poorly in zero-shot transfer to

other languages. To retain the multilingual knowledge, they used

adaptation strategies [12, 16]. Their results also show that zero-shot

cross-lingual transfer is more challenging in legal topic classifica-

tion, compared to more generic classification tasks [13, 19].

3 THE NEW MULTI-EURLEX VERSION

We use Multi-EURLEX [2], a multilingual dataset for legal topic

classification comprising 65k EU laws officially translated in 23

EU languages.
1
Each document (EU law) was originally annotated

with relevant EUROVOC
2
concepts by the Publications Office of

EU. EUROVOC is a taxonomy of concepts (a hierarchy of labels).

We use the 127 ‘Level 2’ labels, obtained by Chalkidis et al. [2] from

the original EUROVOC annotations of the documents.

Limitations ofMulti-EURLEX:One limitation of Multi-EURLEX

is that the number of training documents is not the same across

languages. For languages spoken in the older EU member states,

there are 55k training documents per language, but for many others,

there are much fewer training documents (e.g., 8k for Croatian, 15k

for Bulgarian). This makes zero-shot cross-lingual transfer results

difficult to compare, because the training set size varies across ex-

periments, a factor not controlled for by Chalkidis et al. [2]. More

importantly, when training in several source languages, most of

the source language documents are parallel (same content in multi-

ple languages), which is unrealistic in most real-life applications

and may produce misleading results. For example, in one of their

baselines, Chalkidis et al. [2] jointly fine-tune a multilingually pre-

trained model on the (parallel) training documents of all the 23

languages, and observe no performance benefit compared to fine-

tuning a different instance of the model per language, possibly

because of the fact that the training documents are parallel (same

content). By contrast, we find that the multilingually fine-tuned

model is substantially better than the monolingual ones, when the

training documents are not parallel.

Updated Harder Version: We, therefore, construct, use, and re-

lease a new, more realistic version of Multi-EURLEX, where there

are no parallel training documents across languages. For the new

version, we randomly selected 12k (11k training, 1k development)

documents per language, limiting the languages to four, namely

English, German, French, Greek, and making sure there are no

parallel documents. Using four languages allowed us to avoid par-

allel documents, but still have a reasonably large training set (11k)

1
Multi-EURLEX is available at https://huggingface.co/datasets/multi_eurlex. Our

modified version is available at https://huggingface.co/datasets/nlpaueb/multi_eurlex.
2
http://eurovoc.europa.eu/

per language. The test sets are still parallel (5k training per lan-

guage, as in the original Multi-EURLEX) to allow comparisons to

be made when changing the target language. The four languages

are from three different families (Germanic, Romance, Hellenic),

which makes cross-lingual transfer harder.

4 EXPERIMENTAL SETUP AND METHODS

We experiment with XLM-R [4] in the two best-performing con-

figurations of Chalkidis et al. [2]: (a) End-to-end (E2E) fine-tuning,

where all model parameters are updated, and (b) Adapter-based [12]

fine-tuning, where we only update the parameters of additional

bottleneck (adapter) layers between the pre-trained Transformer

blocks. We compare both configurations across several settings:

‘Upper’ Performance Bounds: Firstly, we examine the perfor-

mance of XLM-R fine-tuned in a monolingual fashion, i.e., sepa-

rately on the labeled documents of each language (source or target),

or in a multilingual fashion, i.e., jointly on training documents of

all four languages. In real life, labeled data in the target languages

are rarely available. Typically a company has trained a system on

English labeled documents and wishes to deploy it in other lan-

guages with very few (or no) labeled documents. However, these

experiments show how high performance would be in an ideal case

with labeled documents in each target language (as many as in

the source language). We call them an ‘upper’ bound, because we

would expect performance to be inferior in zero-shot cross-lingual

transfer, where no labeled documents are available in the target

languages. Nevertheless, our best zero-transfer method, actually

surpasses some ‘upper’ bounds.

Cross-lingual Fine-Tuning (FT): Chalkidis et al. [2] showed that

when fine-tuning a multilingually pre-trained model for a particular

language, the model largely ‘forgets’ its knowledge of the other

languages and performs poorly in zero-shot cross-lingual transfer,

unless adaptation mechanisms are used; but even in the latter case,

zero-shot performance was much lower than the ‘upper’ bounds.

Translation-based Methods: Following Conneau et al. [4] and

Xue et al. [23], we also consider methods that exploit machine-

translated documents.
3
In Translate Test, we fine-tune XLM-R for

the source language; given a target language document at inference

time, we simply translate it to the source language and use the

fine-tuned (for the source language) XLM-R. In Translate Train, we

machine-translate the labeled training documents of the source

language to the target language, and use the translations (and the

original labels) to fine-tune XLM-R for the target language; at test

time, we evaluate on labeled test documents written in the target

language (not machine-translated).

Teacher-Student: Inspired by Eisenschlos et al. [7], we first fine-

tune a bilingual teacher XLM-R using labeled documents in the

source language and their machine translations (and original labels)

in the target language. Then, we use the teacher to soft-label (as-

sign a probability per label to) the source and machine-translated

documents it was trained on, and to soft-label additional unlabeled

documents of the target language; we use the 12k training docu-

ments of the target language without their labels. We then train a

3
We use the EasyNMT [18] framework.

https://huggingface.co/datasets/multi_eurlex
https://huggingface.co/datasets/nlpaueb/multi_eurlex
http://eurovoc.europa.eu/
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Source Target Languages Target

Model #M MT BS+SL en de fr el Avg

‘Upper’ performance bounds (labeled training documents available in all 4 languages)
Monolingual FT (Fine-Tuning on labeled documents of a particular language only)
XLM-R (E2E) 4 ✗ ✗ 68.2 ± 0.8 65.8 ± 0.7 67.0 ± 1.7 64.6 ± 0.4 65.8

XLM-R +Adapters 4 ✗ ✗ 68.8 ± 0.1 65.0 ± 0.7 68.1 ± 0.4 64.9 ± 0.2 66.0

Multilingual FT (jointly Fine-Tuning on labeled documents of all 4 languages)
XLM-R (E2E) 1 ✗ ✗ 70.0 ± 1.0 68.9 ± 1.0 69.1 ± 1.5 67.4 ± 0.6 68.5

XLM-R +Adapters 1 ✗ ✗ 70.4 ± 1.6 69.2 ± 1.1 69.9 ± 1.6 67.1 ± 0.5 68.7

Zero-shot Cross-lingual Methods (no labeled training documents available in the Target languages)
Cross-lingual FT (FT on Source documents only, test in each Target language directly)
XLM-R (E2E) 1 ✗ ✗ — 55.2 ± 5.2 58.1 ± 2.9 42.8 ± 6.5 52.0

XLM-R +Adapters 1 ✗ ✗ — 61.7 ± 1.9 60.6 ± 0.8 48.1 ± 1.8 56.8

Translate Test (FT on Source documents only, test on Target documents translated to Source)
XLM-R (E2E) 1 ✓ ✗ — 63.3 ± 1.8 68.1 ± 0.8 66.5 ± 1.0 66.0

XLM-R +Adapters 1 ✓ ✗ — 62.8 ± 1.0 68.7 ± 0.2 67.2 ± 1.2 66.2

Translate Train (translate the Source training documents to each Target, FT on the translations)
XLM-R (E2E) 4 ✓ ✗ — 66.7 ± 1.5 67.2 ± 1.1 64.1 ± 1.4 66.0

XLM-R +Adapters 4 ✓ ✗ — 67.2 ± 1.0 67.0 ± 1.2 64.8 ± 1.7 66.4

Monolingual Teacher-Student (jointly FT on translations from Src to Target language and extra docs in Target)
XLM-R (E2E) (Student) 4 ✓ ✓ — 65.9 ±0.4 68.0 ±1.1 48.6 ±0.6 60.7

Bilingual Teacher-Student (jointly FT on Source documents and their translations in a Target language)
XLM-R (E2E) (Student) 4 ✓ ✓ 69.1 ± 1.3 67.4 ± 0.1 66.1 ± 0.3 65.0 ± 0.4 66.1

XLM-R +Adapters (Student) 4 ✓ ✓ 67.8 ± 1.3 66.9 ± 0.3 67.6 ± 1.2 67.9 ± 0.1 67.5

Multilingual Teacher-Student (jointly FT on Source documents and their translations in all Target languages)
XLM-R (E2E) (Student) 1 ✓ ✓ 62.3 ± 1.6 60.9 ± 0.3 66.8 ± 0.2 48.4 ± 0.3 58.7

XLM-R +Adapters (Student) 1 ✓ ✓ 65.0 ± 0.2 62.6 ± 0.2 68.7 ± 0.8 50.5 ± 0.0 60.6

Table 1: Test R-Precision (RP, %) results ± std. deviation over 3 runs with different random seeds. E2E: End-to-End Fine-

Tuning (FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of models fine-tuned.

MT: machine-translated documents used. BS+SL: Boot-Strapping with Soft Labels.

student XLM-R (on all the documents the teacher soft-labeled) to

predict the soft labels. The student (and the teacher) is bilingual,

i.e., it supports both the target and the source language. This al-

lows a company to support both languages with a single model,

which has cost benefits. We also experiment with a multilingual

teacher-student approach, where a single multi-lingual teacher is

jointly fine-tuned on labeled documents of the source language and

their machine translations in all target languages. The teacher then

soft-labels all the documents (and translations) it was trained on

and additional unlabeled documents of the target languages. The

student is again trained to predict the soft labels.
4
In this case, all

four languages are supported.

5 EXPERIMENTS

Table 1 reports test results when the source language is English.

The same conclusions can be drawn with other source languages

(French, German, Greek); see Appendix C. Following Chalkidis

et al. [2], we report average R-Precision (RP) [15] alongside (±)
standard deviation over 3 runs with different random seeds on the

test set. We report results both per language (English, German,

4
The student sees soft labels even in the manually labeled target documents and

their translations, since soft labels have been found beneficial in manually labeled

documents too [9]. Preliminary experiments confirmed this.

French, Greek) and on average across all languages. The updated

code base is available on Github.
5

5.1 Main Experimental Results & Analysis

Starting from the ‘upper’ bound results, we find that jointly fine-

tuning on all four languages performs substantially better than

fine-tuning monolingual models. By contrast, Chalkidis et al. [2]

reported no benefit when jointly fine-tuning XLM-R for multiple

languages. However, in their experiments there were many more

training documents per language and the documents were parallel

translations (same content), which reduced the benefit of jointly

training in multiple languages (in our case, four times more doc-

uments with different content). Cross-lingual FT with Adapters

performs approx. 10 points lower in the target languages on aver-

age, compared to the corresponding monolingual ‘upper’ bound

(56.8 vs. 66.0). Translate Test and Train, which were not considered

by Chalkidis et al. [2], vastly outperform Cross-lingual FT with

Adapters, which was the best zero-shot method of Chalkidis et al.

[2], and perform on par with the monolingual ‘upper’ bounds.

We identify three main factors that potentially affect the clas-

sification performance per target language: (a) the general capa-

bility (‘trends’) of XLM-R in a given language, which can be esti-

mated given generic benchmarking of XLM-R [4] and the ‘upper’

5
https://github.com/nlpaueb/multi-eurlex/tree/realistic-zero-shot

https://github.com/nlpaueb/multi-eurlex/tree/realistic-zero-shot
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bound results; (b) the quality of machine translations, whenmachine-

translations are used; and (c) temporal concept drift, which can be

estimated by the label distribution alignment between the train and

test subsets. We present a preliminary analysis of these factors and

how they could affect classification performance, leaving for future

work a further study of the factors and how they interact.

General capability (‘trends’) of XLM-R: Based on the findings

of Conneau et al. [4] and Chalkidis et al. [2], we observe that the

classification performance of XLM-R per language correlates with

our own empirical results, with English being the top-performing

language, followed by French, German, and Greek in order. This

is highly expected since XLM-R is not equally pre-trained across

all languages in terms of training examples (despite the use of

exponential smoothing in data sampling), and vocabulary coverage,

i.e., more Latin-based sub-words compared to ones in Greek script.

en-to-de en-to-fr en-to-el

train test train test train test

0.680 0.728 0.733 0.803 0.680 0.720

Table 2: Quality of machine translations, from source Eng-

lish (en) to target languages (German–de, French–fr, Greek–

el), measured in terms of METEOR scores.

Translation Quality: Table 2 reports the quality of machine trans-

lations measured in terms of METEOR [1], using as references the

original human translations. We observe that the quality from Eng-

lish to French (0.73) is substantially better than from English to

German or Greek (0.68), when considering the training documents;

similar results are obtained from the (parallel) test documents. This

quality disparity could potentially affect the performance of all

methods that use machine translated documents, i.e., translate-

train, translate-test, bilingual/multilingual teacher-student. Indeed,

we observe in Table 1 that these methods are consistently better in

French, comparable in German, and worse in Greek. This is quite

expected as both French and German use the Latin alphabet, and

share a larger part of the subword vocabulary, compared to Greek.

Figure 1: Kendall 𝜏 (↑ , higher is better) and Wasserstein dis-

tance (↓ , lower is better) between training (or test) label dis-

tributions per language pair.

TemporalConceptDrift:To avoid parallel data, in the new dataset

the training sets of different languages come comprise different doc-

uments. This introduces a temporal concept drift with respect to the

time period of the shared (parallel) test set. To study this drift, we

use two alternative measures, Kendall’s 𝜏 and Wasserstein distance.

In both cases, we measure the distance between the training label

distributions of two different languages (e.g., en-el), or the distance

between the shared test label distribution and the training label dis-

tribution of a language (e.g., test-en). Kendall’s 𝜏 is only sensitive to

the label rankings of the compared distributions (labels ranked by

frequency), while Wasserstein distance is more sensitive, in that it

also considers the frequency differences of the labels across the two

distributions. In Figure 1, we observe that both measures favor the

English-to-French (en-fr) and English-to-German (en-de) language

pairs, compared to English-to-Greek (en-el); the difference is larger

when measured by the more sensitive Wasserstein distance. The

difference between the Greek training label distribution and the

test distribution is also larger compared to the other languages.

5.2 Teacher-Student Experimental Results

The monolingual student is comparable with the monolingual ‘up-

per’ bound with adapters in German and French, but it has lower

performance in Greek. This performance disparity may be the re-

sult of the general factors described in Section 5.1, which disfavor

Greek compared to the rest of the languages.

The bilingual student with Adapters improves the average per-

formance on target languages slightly further (67.5), exceeding the

monolingual ‘upper’ bound with Adapters (66.0). This improvement

can be attributed to the additional (originally unlabeled) documents

of the target languages and the soft labels that the student uses.

Recall that the student model has the further practical advantage

of supporting two languages.

The multilingual student performs much worse on average, com-

pared to the bilingual student, even with Adapters; with the excep-

tion of French, where the student performs best (68.7) compared to

all other methods. These results seem to be related to the general

factors described in Section 5.1 and the quality of the teacher’s

soft labels, but further work is needed to study them. As a first

step, in Appendix B we provide an initial analysis of the quality

of the soft labels per language and document subset (source or

target language, human- or machine-translated, originally labeled

or unlabeled), which seems to be in line with the performance of

the multilingual student in Table 1.

6 CONCLUSIONS AND FUTUREWORK

We considered zero-shot cross-lingual transfer in legal topic classifi-

cation, introducing a more realistic version of Multi-EURLEXwith-

out parallel documents. We showed that translation-based methods

vastly outperform cross-lingual fine-tuning of multilingually pre-

trained models, the best previous zero-shot transfer method for

Multi-EURLEX. We also developed a bilingual teacher-student

zero-shot transfer approach, which exploits additional unlabeled

documents of the target language and performs better than a model

fine-tuned directly on labeled target language documents, while

supporting both languages with a single model.

In future work, we aim to better understand the reasons of the

poor performance of themultilingual teacher-student and hopefully

to address them, in order to deploy a single zero-shot cross-lingual

transfer model for multiple target languages.
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Figure 2: Average difference (Diff) between gold and soft labels (the latter predicted by the multilingual teacher), measured as

Mean Absolute Error averaged over the document subset being considered. Results reported per document subset: original in

English (source), machine-translated (NMT) in target languages, and additional unlabelled (UL) in the target languages.

Setting Adapters Avg Run Time

Monolingual ✗ 2h

Monolingual ✓ 4h

Multilingual ✗ 5h

Multilingual ✓ 9h

Cross-lingual + MT ✗ 2h

Cross-lingual + MT ✓ 4h

Bilingual (Teacher) ✗ 13h

Bilingual (Student) ✓ 10h

Multilingual (Teacher) ✗ 18h

Multilingual (Student) ✓ 15h

Table 3: Run-time (training until convergence) of every ex-

periment (each experiment running on a single Tesla V100

GPU) averaged over 3 runs with different random seeds.

models for the rest. A manual check of some translated samples

showed sufficient translation quality.

B SOFT LABEL QUALITY

In Figure 2, we estimate the quality of soft labels via the absolute

differences between gold and soft labels (the latter predicted by the

multilingual teacher model), separately per document subset (origi-

nal in English, machine-translated in target languages, additional

unlabelled documents in the target languages), for all the languages

considered by the student. We compute differences as the averaged

Mean Absolute Error (MAE) across documents and labels in each

document subset:

Diff =
1

𝑁 × 𝐿

𝑁∑︁
𝑛=1

𝐿∑︁
𝑙=1

|𝐺𝑛𝑙 − 𝑆𝑛𝑙 | (1)

where 𝑁 =12, 000 is the number of documents of the subset, 𝐿=127

is the number of labels, 𝐺𝑛𝑙 ∈ {0, 1} are the gold labels for the 𝑛-th

document, i.e., 1 when the 𝑙-th label is assigned to the𝑛-th document

and 0 otherwise, 𝑆𝑛𝑙 ∈ [0, 1] are the soft labels (probabilities) for

the 𝑛-th document. We observe that the quality of the soft labels

vastly varies both across document subsets (considering the mean

difference reported per violin with a thick blue horizontal line), and

across documents within the subset (distribution in each violin).

The average differences (Diff) per language (source or target)

fully correlate with the performance of the student model in the

respective language, measured in RP, as reported in Table 1. Specif-

ically, soft labels for French documents (machine-translated or un-

labelled) are more accurate (Diff ≃ 0.25) compared to the rest, i.e.,

Diff ≃ 0.45 for German, and Diff ≃ 0.60 for Greek. These results

(soft label quality) seem to justify the performance improvement

in French when the multilingual student is used, compared to the

monolingual and bilingual students, and the performance deterio-

ration in German and Greek. These results could also be affected

by the quality of MT (Table 2).

Based on these findings, we acknowledge that teacher-student

bootstrapping should be reconsidered in future work with respect

to the quality of translations and soft labels. Improvements could

include discarding documents with very uncertain soft labels (prob-

abilities), e.g., very close to a threshold (e.g., 𝑡 = 0.5), or weighing

training documents by the certainty of their soft labels. Similarly,

one could possibly filter out exceptionally low quality translations,

e.g., detected via language modeling metrics (e.g., perplexity) using

a pre-trained language model of the target language.

C ADDITIONAL RESULTS

In this section, we show results of the same experiments described

in Sections 4 and Section 5, but with different source languages

(instead of English), excluding teacher-student models. Overall,

we can draw very similar conclusions as with Table 1, with a few

exceptions, e.g., Translate-Test is worse for German and Greek

when the source language is French, which is possibly related to

the translation quality across these language pairs.

In Table 7, we also present results for the Teacher models for

all Student models presented in Table 1. We observe that in all

(except one) cases (settings and languages), the Student model is

comparable or outperforms the Teacher one.
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Source Target Languages Target

Model #M MT BS+SL de en fr el Avg

Zero-shot Cross-lingual FT (No labeled data in target languages)
Cross-lingual FT (German Only)
XLM-R 1 ✗ ✗ 65.84 ± 0.68 57.43 ± 1.61 53.95 ± 2.48 44.97 ± 1.09 52.1

XLM-R + Adapters 1 ✗ ✗ 64.98 ± 0.72 61.30 ± 1.70 58.28 ± 0.60 49.02 ± 1.09 56.2

Translate Test documents to Target language
XLM-R 1 ✓ ✗ 65.84 ± 0.68 65.65 ± 0.72 65.66 ± 0.78 63.57 ± 0.74 65.0

XLM-R + Adapters 1 ✓ ✗ 64.98 ± 0.72 65.66 ± 1.16 64.76 ± 0.50 64.70 ± 1.61 65.0

Translate Train documents to Target language
XLM-R N ✓ ✗ 65.84 ± 0.68 67.36 ± 1.62 65.64 ± 1.14 64.32 ± 1.21 65.8

XLM-R + Adapters N ✓ ✗ 64.98 ± 0.72 66.03 ± 1.40 65.74 ± 1.53 63.85 ± 0.18 65.2

Table 4: Test R-Precision (RP, %) results ± std. deviation over 3 runs with different random seeds. E2E: End-to-End Fine-Tuning

(FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of models fine-tuned. MT shows

if machine-translated documents are used. BS+SL shows if teacher-student Boot-Strapping with Soft Labels is used.

Source Target Languages Target

Model #M MT BS+SL fr en de el Avg

Zero-shot Cross-lingual FT (No labeled data in target languages)
Cross-lingual FT (French Only)
XLM-R 1 ✗ ✗ 67.01 ± 1.69 65.26 ± 0.85 57.04 ± 2.74 49.27 ± 2.17 57.2

XLM-R + Adapters 1 ✗ ✗ 68.05 ± 0.35 64.98 ± 1.66 61.44 ± 1.80 51.31 ± 1.86 59.2

Translate Test documents to Target language
XLM-R 1 ✓ ✗ 67.01 ± 1.69 66.73 ± 1.86 59.49 ± 2.26 46.16 ± 0.42 57.5

XLM-R + Adapters 1 ✓ ✗ 68.05 ± 0.35 66.72 ± 1.11 59.59 ± 0.24 46.98 ± 2.56 57.8

Translate Train documents to Target language
XLM-R N ✓ ✗ 67.01 ± 1.69 69.01 ± 0.55 67.51 ± 1.59 67.62 ± 0.42 68.0

XLM-R + Adapters N ✓ ✗ 68.05 ± 0.35 68.02 ± 1.11 66.99 ± 1.01 66.00 ± 0.95 67.0

Table 5: Test R-Precision (RP, %) results ± std. deviation over 3 runs with different random seeds. E2E: End-to-End Fine-Tuning

(FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of models fine-tuned. MT shows

if machine-translated documents are used. BS+SL shows if teacher-student Boot-Strapping with Soft Labels is used.

Source Target Languages Target

Model #M MT BS+SL el de fr en Avg

Zero-shot Cross-lingual FT (No labeled data in target languages)
Cross-lingual FT (Greek Only)
XLM-R 1 ✗ ✗ 64.57 ± 0.39 46.30 ± 3.23 43.09 ± 1.37 41.54 ± 2.02 43.6

XLM-R + Adapters 1 ✗ ✗ 64.86 ± 0.19 49.89 ± 3.81 48.56 ± 4.28 47.98 ± 4.75 48.8

Translate Test documents to Target language
XLM-R 1 ✓ ✗ 64.57 ± 0.39 64.69 ± 0.49 64.59 ± 1.53 64.62 ± 0.48 64.6

XLM-R + Adapters 1 ✓ ✗ 64.86 ± 0.19 65.41 ± 1.13 62.89 ± 0.95 64.88 ± 0.50 64.2

Translate Train documents to Target language
XLM-R N ✓ ✗ 64.57 ± 0.39 65.29 ± 1.51 64.31 ± 2.27 64.77 ± 1.30 64.8

XLM-R + Adapters N ✓ ✗ 64.86 ± 0.19 66.22 ± 0.22 64.76 ± 1.24 65.80 ± 1.56 65.6

Table 6: Test R-Precision (RP, %) results ± std. deviation over 3 runs with different random seeds. E2E: End-to-End Fine-Tuning

(FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of models fine-tuned. MT shows

if machine-translated documents are used. BS+SL shows if teacher-student Boot-Strapping with Soft Labels is used.
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Source Target Languages Target

Model #M MT BS+SL en de fr el Avg

Bilingual Teacher-Student (jointly FT on Source documents and their translations in a Target language)
XLM-R (E2E) (Teacher) 4 ✓ ✗ 68.2 ± 0.8 67.1 ± 0.71 65.8 ± 0.4 65.0 ± 1.5 66.0

XLM-R (E2E) (Student) 4 ✓ ✓ 69.1 ± 1.3 67.4 ± 0.1 66.1 ± 0.3 65.0 ± 0.4 66.1

XLM-R +Adapters (Teacher) 4 ✓ ✗ 68.8 ± 0.1 66.7 ± 0.7 66.9 ± 1.2 65.4 ± 1.1 66.3

XLM-R +Adapters (Student) 4 ✓ ✓ 67.8 ± 1.3 66.9 ± 0.3 67.6 ± 1.2 67.9 ± 0.1 67.5

Multilingual Teacher-Student (jointly FT on Source documents and their translations in all Target languages)
XLM-R (E2E) (Teacher) 1 ✓ ✗ 59.2 ± 2.5 57.0 ± 2.6 67.6 ± 1.4 46.0 ± 2.0 56.9

XLM-R (E2E) (Student) 1 ✓ ✓ 62.3 ± 1.6 60.9 ± 0.3 66.8 ± 0.2 48.4 ± 0.3 58.7

XLM-R +Adapters (Teacher) 1 ✓ ✗ 64.3 ± 1.7 60.0 ± 0.2 49.3 ± 2.3 49.3 ± 2.3 52.9

XLM-R +Adapters (Student) 1 ✓ ✓ 65.0 ± 0.2 62.6 ± 0.2 68.7 ± 0.8 50.5 ± 0.0 60.6

Table 7: Test R-Precision (RP, %) results ± std. deviation over 3 runs with different random seeds. E2E: End-to-End Fine-

Tuning (FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of models fine-tuned.

MT: machine-translated documents used. BS+SL: Boot-Strapping with Soft Labels.
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