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ect team members tend to discuss all 
sorts of details, for example, about the 
user interface, you can invite them to 
zoom-out and question implicit as-
sumptions or the underlying business 
model. Conversely, if they tend to dis-
cuss abstract concepts, for example, 
a value such as fairness, you can in-
vite them to zoom-in and discuss how 
a specific user interface option might 
practically promote this value.

Different Ethical Perspectives
Moreover, we can mobilize different 
ethical perspectives in order to facili-
tate such a process of reflection, in-

Y
OU PROBABLY FIND yourself 
more frequently in discus-
sions of ethics in relation 
to the design and applica-
tion of technology. The trol-

ley problem is a familiar trope in such 
discussions. You assess and compare 
outcomes, and choose less-worse over 
even-worse outcomes. Another famil-
iar trope is the ethics checklist. You 
make a list of relevant rules and norms, 
and take measures to comply. In this 
Viewpoint, I propose there is much 
more to ethics than assessment of out-
comes and compliance to rules.

Doing Ethics
Over the years, and while working on 
many projects in the design and ap-
plication of technologies, I have de-
veloped a view on ethics I would like 
to share. I understand ethics as a pro-
cess, as doing ethics: a participatory and 
iterative process of ethical reflection, 
inquiry, and deliberation.9 The task 
for the people involved is then to make 
room for such a process, and to fa-
cilitate it. Practically, you can imagine 
three key ingredients in this process:

	˲ Identify issues at play in your proj-
ect, for example, issues that can be 
problematic, and reflect on these. A 
handful of issues work best. If you have 
more, cluster them. If you have less, ex-
plore more.

	˲ Organize dialogues with the peo-
ple involved, and with relevant stake-

holders, both within and outside your 
organization, to inquire into these is-
sues from diverse perspectives and to 
hear diverse voices.

	˲ Make decisions, and test these 
decisions in small-scale experiments, 
and be transparent about the results 
and be accountable. The key is to steer 
your project consciously and to act 
carefully.

The trick is to combine action and 
reflection. Action without reflection 
is clueless. Reflection without action 
is useless. Furthermore, it is worth-
while to go back and forth between 
zooming-out and zooming-in. If proj-
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out of sight. Had these externalities 
been taken included, then produc-
tion, consumption, and disposal 
would look very different. We can have 
a more sustainable economy. What we 
need is regulation that promotes in-
cluding these externalities.

Deontology. Imagine working with 
a municipality on cameras in public 
spaces, with software to recognize ve-
hicles’ license plates and people’s fac-
es. What duties and right are at play? 
The municipality’s duty is to promote 
citizens’ safety, and also a duty to re-
spect their rights to privacy. Often, 
in such cases, safety and privacy are 
framed as opposites. However, they do 
not have to be. One can build a system 
that promotes safety and respects pri-
vacy. Similarly to how one can design a 
tent that is both lightweight and spa-
cious—if it has a lightweight fabric 
and flexible poles to make an igloo-
shape volume. Moreover, in working 
with a government agency, one needs 
to think about: legitimacy, whether 
the system’s goals are legitimate; ef-
fectiveness, whether this system can 
actually help to realize these goals; 
and proportionality, whether the 
harms, for example, the infringement 
on privacy, are proportional to the 
benefits the system offers. In addition, 
there are also questions about system 
boundaries: How far do our duties go; 
which rights are relevant?

Relational ethics. Let us look 
at what happens when people put 
‘smart’ devices in their homes. How 
do these devices affect relationships 
and interactions between people? Do 
such devices help to improve these? 
Or do they corrode them, for example, 
because people look at their devices’ 
screens, instead of engage in face-to-
face communication? Typically, these 
devices are designed to grab and hold 
our attention. Using them corrodes 

quiry, and deliberation. Typically, four 
perspectives are used:12 consequential-
ism, deontology, relational ethics, and 
virtue ethics.

Consequentialism looks at the po-
tential positive and negative conse-
quences of a particular technology or 
solution (and it can involve thought 
experiments such as the trolley prob-
lem). Deontology, or duty ethics, looks 
at people’s duties and rights, and can 
help to promote human autonomy 
and dignity in the design and appli-
cation of technologies (and it can in-
volve ethics checklists). Relational 
ethics understands people as funda-
mentally relational and interdepen-
dent;2 it can help to draw attention to 
how technologies shape how people 
interact and collaborate. Virtue ethics 
looks at people’s abilities to cultivate 
virtues; it views technologies as tools 
people can use to flourish and to live 
well together.11

Each perspective has its particular 
benefits and limitations. It is there-
fore wise to combine them according 
to what the project requires. Some 
people like the image of a moral com-
pass. In that case, you can imagine a 
compass with these four perspectives 
in the four directions. These four per-
spectives can help you to orient your-
self in the moral situation you find 
yourself in, and to find a direction 
that you want or need to travel toward. 
Here, I provide one examples for each 
perspective.

Consequentialism. Imagine you 
work on software for autonomous ve-
hicles. You can assess a range of plus-
es and minuses with some certainty 
and precision. It can be challenging, 
however, to set the boundaries of your 
analysis. Which people and which out-
comes do you include? And which do 
you exclude? Do you include the pros 
and cons for pedestrians? And how do 
you weigh these, relative to the pros 
and cons for car owners? Moreover, 
there may be longer-term effects. 
Such questions are familiar to econo-
mists. They work with externalities: 
effects they choose to ignore. Sadly, 
externalities typically relate to costs. 
That is why many supply chains start 
in dirty mines in conflict zones or in 
sweatshops where people labor in un-
healthy circumstances, and why many 
products end up in offshore dumps 

Action without 
reflection is clueless. 
Reflection without 
action is useless.
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our abilities to interact with others. Of 
course, this depends on how people 
use these devices. Here is a role for de-
signers and developers. You can, for 
example, create a feature that invites 
people to be more aware of the time 
they spend with their devices. They 
can set a timer. And when the timer 
goes off, it reminds them of their in-
tention to use their time wisely. Criti-
cally, this would require a different 
business model—not one based on 
grabbing people’s attention and sell-
ing ads. Alternatively, the task of de-
signers and developers could be to 
create devices and software that en-
ables people to improve their abilities 
to interact with others.

Virtue ethics. Imagine you work 
on a social media app. A virtue eth-
ics perspective can help to focus on 
the ways in which using this app can 
either foster or stunt people’s abili-
ties to cultivate specific virtues. For a 
social media app, this would involve 
virtues like self-control, empathy, and 
civility.11 Can people use the app to 
exercise self-control and pursue their 
own goals—instead of the other way 
around, where a company uses the 
app for their goals. Can people use the 
app to empathize with others, with 
what other people think and feel—or 
does it put them in a filter bubble or 
echo chamber, so that it fuels rage, 
mob behavior, and polarization? And 
can people use the app to engage in 
meaningful conversations with others 
about issues that matter to them, and 
work collectively toward some com-
mon good—this is what is meant by 
civility. A designer or developer with a 
focus on enabling people to cultivate 
and exercise such virtues will help cre-
ate a very different app than a stan-
dard social media app.

Methods
If the situations described here seem 
sensible, you may wonder how to inte-
grate such ethical reflection, inquiry, 
and deliberation in your projects. For-
tunately, we can borrow methods from 
Human-Centered Design (HCD), Value 
Sensitive Design (VSD), and Respon-
sible Innovation (RI).

A key element of HCD is the orga-
nizing of a participatory and iterative 
process, which puts people’s needs 
center stage.3 Here, I focus on the 

organizing of iterations. We can use 
these iterations to move back and 
forth between problem setting and 
solution finding, and have dialogues 
about ethical issues.5 Problem setting 
would then also include questioning 
the problem, for example, discussing 
which concerns or consequences to 
include, and which to exclude. Solu-
tion finding would then include also 
exploring ways to take into account 
various, possibly conflicting, duties 
and rights. Crucially, project manag-
ers must make room for such itera-
tions and facilitate such ethical reflec-
tion, inquiry, and deliberation.

From VSD we can borrow its focus 
on bringing different stakeholders 
around the table to learn about their 
values.1 Sometimes, however, talking 
about values can remain relatively ab-
stract. In such cases, you can express 
values in terms of human capabilities. 
You can discuss how the innovation 
you work on can (or cannot) enable 
people to develop or extend relevant 
capabilities,7 such as: the capability to 
live with good health, or to work in a 
meaningful job.4 You can then design 
or modify the system or product so it 
can better enable people to develop 
relevant human capabilities, and 
thereby promote people to flourish 
and live well together.

Furthermore, we can learn from RI. 
Here, I focus on inclusion, one of its 
four key dimensions,10 which also in-
cludes participation and diversity. We 
face huge, complex, and global chal-
lenges, including the climate crisis, 
polarization, and inequalities. These 
are all wicked problems, which require 
diverse disciplines, both to better un-

derstand the problem, and to envision 
and create solutions. We need people 
with diverse backgrounds and types of 
expertise, and also participation of citi-
zens or societal organizations.

Concerns for inclusion, participa-
tion, and diversity will also involve 
questions about power and fairness, 
notably in deciding whom to include, 
and whom to exclude, and challenges 
to engage in curiosity, creativity, and 
collaboration6—and avoid ‘performa-
tive’ approaches to inclusion.

Moreover, people with technology 
backgrounds are invited to develop a 
greater appreciation for the limits of 
their knowledge, and more openness 
to other people’s expertise and views, 
notably of citizens. We can borrow 
methods from HCD, VSD, and RI, to 
bring people with different perspec-
tives, concerns, and values together, 
and facilitate transdisciplinary col-
laboration between them.

In closing, let me remark that doing 
ethics is not always easy or pleasant; it 
can involve asking uneasy questions, 
creating awkward situations, and toler-
ating tension and uncertainty.8 	
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We can mobilize 
different ethical 
perspectives in 
order to facilitate 
a process of 
reflection, inquiry, 
and deliberation.


