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#### Abstract

In theory, diffusion curves promise complex color gradations for infinite-resolution vector graphics. In practice, existing realizations suffer from poor scaling, discretization artifacts, or insufficient support for rich boundary conditions. In this paper, we utilize the boundary integral equation method to accurately and efficiently solve the underlying partial differential equation.


## CCS CONCEPTS

- Computing methodologies $\rightarrow$ Rasterization.
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## 1 INTRODUCTION

Diffusion curves are primitives for smoothly interpolating color data in vector graphics images, where the continuous color data is defined to be the solution to Laplace's equation with boundary values specified along vector graphics curves. Laplace's equation is the prototypical elliptic partial differential equation (PDE), and at first glance it would appear that any numerical method for elliptic PDEs could potentially be used to solve it, such as finite differences,
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Figure 1: The original finite-difference method of Orzan et al. [2008] exhibits inaccuracies (left), e.g., around the eye, compared to our accurate hybrid, boundary-only method (right).


Figure 2: Bleeding artifacts are pervasive in the FEM results of TriWild [Hu et al. 2019], as shown in their Figure 12 (© Yixin Hu ), reproduced here with arrows added.
finite elements, boundary elements or random walks. Unfortunately, in practice, diffusion curves present a number of complications which cause problems in many existing numerical methods.

Finite difference-based diffusion curve methods [Orzan et al. 2008] rely on lossy rasterization of boundary data onto a fixed pixel grid, which may either be too dense (and slow) or too coarse (and inaccurate and aliased) for a desired display resolution. Finite element methods similarly commit to a fixed, albeit adaptive, grid resolution which simultaneously determines the solution accuracy, solution smoothness, and boundary curve fidelity.

An alternative to discretizing the entire image domain is to employ boundary-only methods, where the color value at every point can be computed from calculations performed on the boundary alone. The boundary element method (BEM) discretizes only the boundary using boundary elements, and can then evaluate the solution at any point in the domain after a precomputation step which involves solving an integral equation. BEM, however, still requires discretization of the boundary into line segments, which can lead to resolution problems at the boundary, similar to those encountered in linear FEM.

We propose a boundary-only method which not represent the solution on line segments approximating the boundary geometry. Instead, we sample directly from the exact spline representation of boundary curves using the boundary integral equation method (BIEM), and solve the associated integral equation in a way that allows us to color pixels at an arbitrary resolution. To evaluate the color data, we interpolate our smooth BIEM solution to a BEM discretization.

## 2 RELATED WORKS

When Diffusion Curves (DCs) were first introduced, Orzan et al. [2008] solved Laplace's equation using the Finite Difference (FD) Method. Despite its strengths of simplicity and easy parallelization, rasterizing the input curve to a pixel domain can lead to inaccurate results, as shown in Fig. 1 (left).

To overcome the problems of the FD method, the Finite Element Method (FEM) was employed to evaluate DCs [Boyé et al. 2012; Pang et al. 2011] since FEM can more precisely represent boundary geometry using constrained triangulation along curves. While the boundary can indeed be better represented, triangulation itself can become burden if the input curves are too numerous or have complex shapes. Using the powerful triangulation tool TriWild [Hu et al. 2019], we could not successfully generate a triangulation of example Fig. 1 with sufficient detail preserved. Even if triangulation succeeds, FEM still suffers from bleeding artifacts if the triangulation is not dense enough, as shown in Fig. 2.

The Boundary Element Method (BEM) [Sun et al. 2012] can be used to avoid triangulation by only discretizing boundary curves and re-formulating the problem as an integral equation. However, BEM still suffers from visible polyline discretization, as shown in Fig. 4 (left).

Diffusion curves can also be evaluated using stochastic methods. The fully meshless Walk on Spheres (WoS) [Sawhney and Crane 2020], on the other hand, does diffuse colors around obstacles. However, WoS has difficulties with Neumann boundary conditions, and this turns out to be a major limitation, since such boundary conditions turn out to be exceedingly useful in practice. For complicated collections of input curves, it is difficult to specify Dirichlet boundary conditions on every single curve. By specifying a zero Neumann boundary condition on a majority of the input curves, one only needs to specify Dirichlet boundary conditions on a small subset of curves to create a smooth and natural color interpolation on the domain, as shown in Fig. 3.


Figure 3: Input diffusion curves, with Dirichlet boundary conditions on colored curves and zero Neumann boundary conditions on dotted curves (left), and its solution (right) (top) and an example of a Nautilus shell (bottom). For the Nautilus shell example, a solid color inner shell region is overlayed.


Figure 4: Result comparisons between BEM, BIEM, and our Hybrid method. BEM suffers from visible polyline, and BIEM shows dotted-looking artifacts near the boundary, whereas our method is free from both problems. (Note that we choose to have coarse discretization for clear distinction)

## 3 BOUNDARY VALUE PROBLEM

We consider the model problem of Laplace's equation on region $V \subset \mathbb{R}^{2}$ with a simple, closed boundary $S$ :

$$
\Delta u=0 \text { on } V, \quad \text { subject to one of } \quad\left\{\begin{array}{l}
u=u^{*} \text { on } S,  \tag{1}\\
\frac{\partial u}{\partial n}=\psi^{*} \text { on } S .
\end{array}\right.
$$

We discuss three approaches to solving this problem: the boundary element method (BEM), the boundary integral equation method (BIEM), and our newly proposed hybrid of BEM and BIEM.

### 3.1 Boundary Integral Equation

Both the BEM and the BIEM reformulate the underlying PDE over the volume $V$ as boundary integral equations over the boundary $S$. The key idea is to use a representation involving the free-space Green's function, which ensures that the candidate solution always satisfies the PDE. The Green's function for Laplace's equation in two-dimensional Euclidean space, as well as its directional derivative, are well known to be

$$
\begin{equation*}
G(p, q)=-\frac{\log (\|p-q\|)}{2 \pi} \tag{2}
\end{equation*}
$$

3.1.1 Integral Equation. Using the free space Green's function, we can convert the boundary value problem Eq. 1 into its Boundary Integral Equation (BIE) formulation. Consider the so-called single layer potential, which represents our candidate solution $u$ as an
integral of the Green's function over a boundary density $\sigma$ :

$$
\begin{equation*}
u(x)=\int_{S} G(p, x) \sigma(p) d S(p), \quad \forall x \in V \tag{3}
\end{equation*}
$$

Letting $x$ approach the boundary $S$, we obtain the following BIE, which we can solve for the unknown density $\sigma(p)$ on the boundary given Dirichet boundary values $u^{*}(q)$ :

$$
\begin{equation*}
u^{*}(q)=\int_{S} G(p, q) \sigma(p) d S(p), \quad \forall q \in S \tag{4}
\end{equation*}
$$

### 3.2 Boundary Element Method

We can apply the boundary element method to discretize BIEs in order to solve them numerically. Suppose, without any loss of generality, that the boundary consists of a single curve $S$. We begin by discretizing $S$ into line segments $\bar{S}_{j}$. Then we assume that the density value $\sigma_{j}$ is constant on each line segment. The Integral equation 4 can be expressed as:

$$
\begin{equation*}
u^{*}(q)=\sum_{j=1}^{s} \int_{\bar{S}_{j}} G(p, q) d S(p) \sigma_{j} \tag{5}
\end{equation*}
$$

where $s$ is the number of boundary elements, and the integrals $\int_{\bar{S}_{j}} G(p, q) d S(p)$ are computed analytically using well-known formulas that depend on $\bar{S}_{j}$ being a line segment. We have $s$ unknowns $\sigma_{j}$, and so we need at least $s$ equations to determine a unique solution.

In matrix form, this system of equations is

$$
\begin{equation*}
\overline{\mathbf{u}}^{*}=\overline{\mathrm{G}} \bar{\sigma}, \tag{6}
\end{equation*}
$$

### 3.3 Boundary Integral Equation Method

The Boundary Integral Equation Method (BIEM) can accurately represent continuous functions defined on curved boundaries without any lossy approximations to the boundary geometry, in contrast to how BEM approximates $S$ with linear segments. Functions are represented using carefully chosen discretizations based on quadrature formulas, and are interpolated by mapping their values at the discretization points to the coefficients of spectral expansions. The rapid convergence of quadrature-based approximations means that functions can be represented with minimal loss of accuracy.

The integral equation 4 can be written as a system of equations by discretizing the boundary data at Gauss-Legendre nodes:

$$
\begin{equation*}
u_{i}^{*}=\int_{S} G\left(p, q_{i}\right) \sigma(p) d S(p) \tag{7}
\end{equation*}
$$

where, without loss of generality, we assume the geometric boundary curve is given by a function $\gamma(t):[-1,1] \rightarrow \mathbb{R}^{2}, q_{i}=\gamma\left(t_{i}\right)$ are the sampled Gauss-Legendre quadrature points, and $u_{i}^{*}=u^{*}\left(q_{i}\right)$.

Ultimately, this procedure can be written in matrix form:

$$
\begin{equation*}
\stackrel{\mathrm{u}}{ }^{*}=\stackrel{\circ}{\mathbf{G}} \dot{\sigma}, \tag{8}
\end{equation*}
$$

## 4 HYBRID METHOD

Our proposed method combines the advantages of the BEM and BIEM approaches into a hybrid technique.


Figure 5: Accuracy comparison between BEM, BIEM, and our Hybrid method. The boundary values are constructed by placing single source Green's function in the middle of the figure. The solutions should exactly match the potential induced by that Green's function. The bottom row shows the error compared to the ground truth, highlighted in red color.

### 4.1 Comparison between BEM and BIEM

BEM has the limitation that the number of degrees of freedom representing the piecewise constant density $\sigma$ is bounded by the number of elements in the spatial discretization of the boundary curves. BIEM is free from this limitation, and the number of degrees of freedom in the representation of the continuous density $\sigma$ is decoupled from the number of quadrature points used for evaluation. On the other hand, BIEM has the limitation that it is inaccurate when curves are close-to-touching in the solution stage, and has artifacts in the induced potential near the quadrature points in the evaluation stage. BEM, however, is free from both of these problems, since it uses analytic integration along line segments.

### 4.2 Combination of BEM and BIEM

We propose to combine these two methods, inheriting the strengths of both. We discretize both the solution $\sigma$ and the boundary data $u^{*}$ at Gauss-Legendre nodes, as in BIEM. However, we also introduce the BEM in two places. In order to evaluate integrals of the form Eq. 3 in the solution stage, we interpolate the density to a BEM-like approximation, which corrects the shortcoming of BIEM for close-to-touching curves. Once we have solved for the solution $\stackrel{\circ}{\sigma}$ at the quadrature nodes, we evaluate the potential by once again interpolating to a BEM-like approximation, which corrects the shortcoming of BIEM with respect to artifacts in the induced potential.

We begin by discretizing the boundary data at Gauss-Legendre nodes. We then discretize the boundary curve $S$ into $s$ line segments $\bar{S}_{j}$. If the density values $\bar{\sigma} \in \mathbb{R}^{s}$ on these line segments are known, then we can write Eq. 4 as

$$
\begin{equation*}
u^{*}\left(q_{i}\right)=\sum_{j}^{s} \int_{\bar{S}_{j}} G\left(p, q_{i}\right) d S_{j}(p) \sigma_{j}, \quad \text { for each quadrature point } i \tag{9}
\end{equation*}
$$

In matrix form:

$$
\begin{equation*}
\stackrel{\mathbf{u}}{ }^{*}=\dot{\overline{\mathrm{G}}} \overline{\boldsymbol{\sigma}}, \tag{10}
\end{equation*}
$$

Where $\mathbf{u} \in \mathbb{R}^{g}$ are given boundary value on quadrature points, $\bar{\sigma} \in$ $\mathbb{R}^{s}$ are density value on line segments of boundary, and $\dot{\overline{\mathrm{G}}} \in \mathbb{R}^{g \times s}$.

Since we choose to discretize the solution $\sigma$ at Gauss-Legendre nodes like in the BIEM, we recover the density values $\bar{\sigma}$ by using Legendre polynomial interpolation. Computing the coefficients of the Legendre expansion of $\sigma$ by $\mathbf{c}=\dot{\mathbf{P}}^{-1} \stackrel{\circ}{\boldsymbol{\sigma}}$, we can evaluate the density value on the midpoint of each line segment $\bar{S}_{j}$ by the
formula $\bar{\sigma}=\overline{\mathbf{P}} \mathbf{c}$, where $\overline{\mathbf{P}} \in \mathbb{R}^{s \times g}$ is the Legendre interpolation matrix constructed by evaluating the Legendre polynomials at $\overline{\mathbf{t}}$, which is a vector of curve parameter values corresponding to the midpoints of the line segments $\bar{S}_{j}$. Hence, we have the relation $\bar{\sigma}=\overline{\mathrm{P}} \stackrel{\circ}{\mathrm{P}}^{-1} \stackrel{\circ}{\sigma}$.

We can thus express our system in matrix form in terms of $\stackrel{\circ}{\sigma}$ as:

$$
\begin{equation*}
\stackrel{\circ}{\mathbf{u}}^{*}=\underbrace{\stackrel{\circ}{\mathrm{G}} \overline{\mathrm{P}} \stackrel{\circ}{\mathrm{P}}^{-1}}_{\dot{\mathrm{G}}_{\mathrm{H}}} \stackrel{\circ}{\boldsymbol{\sigma}} \tag{11}
\end{equation*}
$$

where $\dot{\mathrm{G}}_{\mathrm{H}} \in \mathbb{R}^{g \times g}$. In order for $\dot{\mathrm{G}}_{\mathrm{H}}$ to have full rank, the number of quadrature points $g$ must be $\leq$ the number of line segments $s$. Note that, regardless of the size of $s$, the dimensionality of the system is $g \times g$. This is beneficial for us, as the matrix that needs to be inverted is much smaller than the corresponding matrix for BEM, $\overline{\mathrm{G}} \in \mathbb{R}^{s \times s}$.

Once we solve the system, we have, by Legendre polynomial interpolation, a density value $\sigma(p)$ that can be evaluated anywhere on the curve. At the evaluation stage, we employ the BEM-like approach and now we can use an arbitrary number of line segments $e$, that is independent both of the number line segments $s$ used at solution stage and the number of quadrature points $g$ used to represent the solution.

Table 1: Computation time comparison between BEM solve and Hybrid. Once solved, evaluation step become identical if the number of segments are set equal.

|  |  | BEM | Hybrid |  |
| :--- | ---: | ---: | ---: | ---: |
|  | curves | solve | solve | eval |
| cherry | 32 | 0.10 s | 0.008 s | 13.9 s |
| red pepper | 109 | 1.47 s | 0.079 s | 64.7 s |
| person with purple cloak | 326 | 32.7 s | 0.831 s | 326.7 s |

## 5 FAST MULTIPOLE METHOD

Consider the evaluation of the BEM integrals over $m$ diffusion curves, for a total of $N=m s$ BEM line segments. Directly evaluating the BEM integrals at the midpoints of all $N$ BEM line segments would require $O\left(N^{2}\right)$ operations. Greengard and Roklin [Greengard and Rokhlin 1987] demonstrated that the task could be done in $O(N)$ operations in finite precision by introducing the Fast Multipole Method (FMM). We employed FMM to accelerate the evaluation of the BEM integrals.

## 6 RESULTS

We have implemented the main algorithm of our method in C++ with [Jacobson et al. 2018].

Our method is free from both the visible polyline discretization problem of BEM for a system of the same size, and also from the artifacts around quadrature points that are found in BIEM (see Fig. 4). Our method shows the most accurate results when the number of degrees of freedom in the solution stage and the evaluation stage are both kept fixed (see Fig. 5).

Table 1 shows the computation time compared with BEM an our hybrid method. Note the computation time is without FMM.


Figure 6: Results generated with 4 K resolution. Blur scalar field was computed with Diffusion curve and applied as post process (Best viewed in a high-resolution digital screen)

All the timings are computed on a MacBook Pro laptop with an Intel 2.4 GHz Quad-Core i9 Processor and 16GB RAM. Fig. 6 shows high resolution image generated using our hybrid method + FMM. Diffusion curve data are from [Orzan et al. 2008] and [Liu 2009] .

## 7 CONCLUSIONS AND FUTURE WORKS

Our proposed method brings the diffusion curve to a new level of representation that can truly support high resolution. Despite its many desirable features, our method still has some limitations and room for future improvements.

Our aim of ensuring accurate computations can become burdensome computationally, because messy or wild curve data will exhibit a lot of intersecting and overlapping curves, which will require heavy adaptive subdivision to resolve. We developed a preprocessing step to deal with ill-posed curves, but it is difficult to distinguish between an intentional curve placed by an artist and unintended ill-posed curves. It will be useful to have a version of our algorithm with softer and less stringent accuracy requirements, which would allow for more wild and ill-posed data.
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