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Figure 1:We propose a newmethod for view interpolation through implicit neural representations (INR) of images. After each
image is randomly assigned a code vector 𝑧, the codes are then jointly trained with the neural network to produce the RGB
color given coordinate (𝑥,𝑦). With standard training, the INR fails to decode coherent images from new codes interpolated by
two trained codes, but our method enables smooth transition between two known viewpoints. Contrary to common methods
for view interpolation, our method does not use 3D structure, camera poses, or pixel correspondence during training.

ABSTRACT
We present VIINTER, a method for view interpolation by interpolat-
ing the implicit neural representation (INR) of the captured images.
We leverage the learned code vector associated with each image
and interpolate between these codes to achieve viewpoint transi-
tions. We propose several techniques that significantly enhance the
interpolation quality. VIINTER signifies a new way to achieve view
interpolation without constructing 3D structure, estimating camera
poses, or computing pixel correspondence. We validate the effec-
tiveness of VIINTER on several multi-view scenes with different
types of camera layout and scene composition. As the development
of INR of images (as opposed to surface or volume) has centered
around tasks like image fitting and super-resolution, with VIINTER,
we show its capability for view interpolation and offer a promising
outlook on using INR for image manipulation tasks.
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1 INTRODUCTION
Neural networks have become a prevalent component in various
computational systems over the past decade. For the graphics and
vision community, they have been an effective tool in tasks in-
volving visual data, such as recognition, segmentation, and 3D
reconstruction. In these classic tasks, neural networks are often
deployed as a feature extractor from the input visual signal (e.g.
image), but more recently, coordinate network has emerged as a
new concept. Instead of extracting features from the signal, the
network takes in a coordinate and produces the signal value at
that coordinate. Such a network learns a continuous function that
maps signal coordinates to values, and it is often referred to as an
implicit neural representation (INR) of the signal. INR has led to
remarkable success in representing visual signals such as images,
videos, signed distance fields, and radiance fields.

In scenarios where only 2D images are available, INR has found
two prominent applications. One of them is image fitting, where
INRs are trained to produce the color of each known image pixel.
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Along this line, much progress has been made to improve the ac-
curacy and speed of fitting INR on images, as well as its ability
for compression and super-resolution. The other prominent ap-
plication is reconstructing 3D scenes from 2D images. Here, INRs
produce the attribute values (e.g. radiance and opacity) at each spa-
tial coordinate, which are then differentiably rendered into pixels.
In this case, the INRs are optimized such that these rendered pixels
reproduce the known image pixels. Once sufficiently trained, these
INRs can synthesize plausible novel views outside the training set.

On both fitting and view synthesis, INRs achieve impressive vi-
sual results that closely resembled the original 2D images. However,
it also appears that the development of INRs has gone into two or-
thogonal directions. On one hand, the quality of fitting images with
INRs is improved by incorporating traditional signal processing
techniques like multi-scale subsampling and filtering. On the other
hand, the quality of view synthesis is improved by augmenting
INRs with well-established 3D graphics techniques, such as spatial
subdivision, parametric modeling, and level-set methods.

Although the exciting advancements towards these two direc-
tions are rapidly pushing the state of the art, we like to explore
a different direction and ask a new question: Given multiple 2D
image views of a 3D scene, can we use the INR of those 2D images
alone to do view synthesis without any 3D reconstruction, pose, or
correspondence? In this paper, driven by this question, we present
an initial exploration towards view interpolation with INR of im-
ages (VIINTER). With randomly initialized INR weights and code
vectors for individual images, we modify the standard INR training
process such that the trained INR can both faithfully reproduce
the given images and synthesize plausible novel views when we
interpolate between those learned image codes.

It is nontrivial to obtain sensible novel views through code inter-
polation with standard training of INR.We experiment on a range of
changes to the training of INR and provide details in Section 3. We
present further evaluation results on different types of multi-view
scenes in Section 4. Our work takes an important early step toward
revealing new potential of INR of images, and we summarize our
main contributions as the followings:

• We present a novel approach to view interpolation by inter-
polating INRs trained to fit 2D images without any knowl-
edge of 3D structure, pose, or correspondence.

• We introduce several modifications to the common process
of training image-fitting INRs, which significantly improve
the view interpolation quality.

• We show that the proposed non-3D approach achieves smooth
and photorealistic interpolation across several scenes with a
variety of viewpoint layout and scene content.

2 RELATEDWORK
In this section, we review recent work on implicit neural represen-
tation, as well as prior techniques for view interpolation.

2.1 Implicit Neural Representations.
Following seminal works [Chen and Zhang 2019; Mescheder et al.
2019; Park et al. 2019] showing successful applications of neural
network to encode 3D shapes, many methods have been introduced
to solve various vision and graphics tasks using INRs of 3D shapes.

These INRs usually use the multilayer perceptron (MLP) architec-
ture to encode geometric information of a 3D shape by learning the
mapping from a given 3D spatial point and a scalar value denoting
either the signed distance or occupancy.

2.1.1 3D Reconstruction. As differentiable rendering becomesmore
practical, researchers have succeeded in training INRs to learn, not
just fit, the geometry and appearance of a 3D scene based on 2D
image observations. The most prominent works is Neural Radiance
Fields (NeRF) [Mildenhall et al. 2020], which learns an INR of the
view-dependent radiance volume inside a 3D scene and naturally
enables view synthesis. The success of NeRF sparked an enthusias-
tic trend of improving INRs for highly photorealistic view synthesis
in terms of their training speed, rendering speed, and rendering
quality. A wide range of techniques have been studied and incor-
porated to 3D INRs, including spatial subdivision or octree [Liu
et al. 2020; Yu et al. 2021], parametric modeling with human body
shape prior [Liu et al. 2021; Peng et al. 2021], level-set methods for
more accuracy geometry [Bergman et al. 2021; Wang et al. 2021a],
caching and distillation for faster rendering‘[Hedman et al. 2021;
Yu et al. 2021], camera pose refinement [Lin et al. 2021; Meng et al.
2021; Wang et al. 2021c], and lighting and camera variation during
capture to better extract physical attributes [Bi et al. 2020; Zhang
et al. 2021]. Convolutional neural networks [Bemana et al. 2020;
Dosovitskiy et al. 2016; Eslami et al. 2018; Tatarchenko et al. 2016]
have also been trained to take camera pose as input and produce
2D renderings of simple 3D scenes.

2.1.2 Image Fitting. Images are arguably the most dominant form
of visual data, and many efforts on INRs are to make them fit 2D im-
ages as accurately and quickly as possible [Müller et al. 2022; Tancik
et al. 2021]. ACORN [Martel et al. 2021] applies spatial subdivision
to more efficiently train INR of a single gigapixel image (with 1
billion pixels). Various signal processing techniques are also shown
useful in making INRs fit images more accurately, such as image
pyramids [Saragadam et al. 2022], sinusoidal and Fourier basis func-
tions [Sitzmann et al. 2020; Tancik et al. 2020], and multiplicative
filtering with Fourier or Gabor wavelet basis functions [Fathony
et al. 2020; Huang et al. 2021; Lindell et al. 2021]. Many of these
techniques are applicable for other signals like 3D MRI data or 3D
signed distance fields, which are beyond the scope of this paper.

While most of these methods focus on training a single network
as INR of a single image, a single network may also serve as INR of
multiple images. For consecutive images at a fixed viewpoint, an ex-
tra time dimension is added to the coordinate input [Sitzmann et al.
2020]. For structured 4D light fields where the views lie on a 2D
plane, those 2D coordinates can be re-parameterized as input [Attal
et al. 2022; Feng and Varshney 2021]. A single network can further
serve as a generalizable INR of arbitrary images, by concatenating
the code with the 2D pixel coordinate as input to the INR [Mehta
et al. 2021]. An alternative approach is to modulate network acti-
vation based on the code [Dupont et al. 2022; Mehta et al. 2021],
which has success in fitting arbitrary image patches. We find the
simple code concatenation is sufficient for our problem, and it has
been successfully used to train an INR of light rays from different
scenes [Feng et al. 2022; Sitzmann et al. 2021]. Unlike modulation, it
avoids the cost of additionally training an encoder and a modulator
network, allowing us to study of INR with its most basic form.
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𝑡 = 0 𝑡 = 0.5 𝑡 = 1 𝑡 = 0 𝑡 = 0.5 𝑡 = 1
No Control ∞-norm
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2-norm 1-norm

Figure 2: Effect of Controlling ∥𝑧∥𝑝 = 1 with Different 𝑝. For each condition, we show the INR-produced images given 𝑧𝑖
(left), 0.5𝑧𝑖 + 0.5𝑧 𝑗 (center), and 𝑧 𝑗 (right). “No Control” trains INR F and all codes for known images without controlling their
scales, showing proper reconstruction at known views (left and right) but complete failure in interpolation (center). “∞-norm”
scales each 𝑧 with its maximum norm, but still does not interpolate well. “2-norm” significantly improve interpolation and
reconstructs known views better, but “1-norm” is much better at interpolation (see red boxes).

2.2 Image-based Rendering.
The early approaches of image-based rendering (IBR) achieve novel
view synthesis through explicitly blending relevant pixels from
known images [Debevec et al. 1996; Gortler et al. 1996; Levoy and
Hanrahan 1996]. The visual quality of IBR is heavily dependent
on the strategy of deciding the blending weights of images, and
researchers have developed a line of techniques improving blending
weights selection, such as ray-space proximity [Chai et al. 2000;
Levoy and Hanrahan 1996], proxy geometry [Buehler et al. 2001; De-
bevec et al. 1996; Heigl et al. 1999], optical flow [Chen andWilliams
1993; Du et al. 2018], soft blending [Penner and Zhang 2017; Riegler
and Koltun 2020], and neural-network-assisted blending [Milden-
hall et al. 2019; Rombach et al. 2021; Thies et al. 2019; Wang et al.
2021b]. These techniques often require an approximate 3D struc-
ture (proxy geometry or depth) of the scene so that pixels can be
re-projected to the novel view. For methods that do not involve
3D re-projection [Levoy and Hanrahan 1996; Ng et al. 2005], many
still assume the knowledge of the 3D camera locations and orien-
tations of each image and leverage the spatial relationship among
the cameras to decide the blending weights. In contrast, we explore
a different and more challenging problem setting which does not
involve 3D reconstruction nor the knowledge of 3D locations and
camera orientations. Our problem setup is similar to prior work on
image morphing [Chen and Williams 1993; Liao et al. 2014; Seitz
and Dyer 1996; Wolberg 1998], but we achieve the morphing effect
without finding pixel-wise correspondences between images.

3 METHOD
We provide details on the INR parametrization adopted in our study,
and we introduce the proposed modifications to INR training.

3.1 INR for Image Fitting
Let F denote the INR of images. In the case of a single image, for
all pixels 𝑝 of the image, the INR F defines

F (𝑝𝑥 , 𝑝𝑦) = 𝑝𝑐 , (1)

where (𝑝𝑥 , 𝑝𝑦) denotes the coordinate of the pixel 𝑝 , with 𝑝𝑥 ∈ R
and 𝑝𝑦 ∈ R. 𝑝𝑐 ∈ R3 denotes the value (often the RGB vector)
associated with the pixel 𝑝 . In itself, the INR formulation is invariant
to different numeric ranges of (𝑝𝑥 , 𝑝𝑦) or 𝑝𝑐 , and for simplicity we
rescale the pixel coordinates and values to be within [0, 1].

We adopt the conventional MLP architecture to parameterize F
as a chain of fully connected layers, with activation function usually
set as a ReLU or sinusoidal function. Various embedding functions
of the input coordinate (𝑥,𝑦) have been proposed, but in this work
we apply no embedding and use sinusoidal activation [Sitzmann
et al. 2020], which are sufficient for fitting single 2D images.

The primary training objective of INR F for single 2D images
is to minimize the reconstruction error between the predicted 𝑝𝑐
and ground truth 𝑝𝐺𝑇𝑐 across all known pixels in a single image,
namely

𝐿𝑆𝑖𝑛𝑔𝑙𝑒𝑅𝑒𝑐𝑜𝑛 =
∑︁
𝑝

∥𝑝𝑐 − 𝑝𝐺𝑇𝑐 ∥2 . (2)

3.2 Extension to Multiple Images
Our goal is to use a single network F as the INR for multiple
images from the same scene. Prior methods assume the camera
layout (for planar light fields [Feng and Varshney 2021]) or known
camera poses in the pipeline (for general light fields [Attal et al.
2022; Sitzmann et al. 2021]), but we are interested in pushing the
limit to where the camera pose of each image is unknown.

In our 3D-agnostic setup which does not consider camera poses,
we assign a randomly initialized vector 𝑧 ∈ R𝑀 for each image,
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𝑡 = 0 𝑡 = 0.5 𝑡 = 1 𝑡 = 0 𝑡 = 0.5 𝑡 = 1

𝑀 = 16 𝑀 = 32

𝑡 = 0 𝑡 = 0.5 𝑡 = 1 𝑡 = 0 𝑡 = 0.5 𝑡 = 1

𝑀 = 64 𝑀 = 128
Figure 3: Effect of Code Length 𝑀 . When trained with shorter code vectors, the INR can still produce good results at known
views (𝑡 = 0, 1) where the code 𝑧s are well-trained to reconstruct the pixel color. However, the output given interpolated codes
(𝑡 = 0.5) rapidly decreases as the code length decreases.

𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75
No 𝐿𝐼𝑛𝑡𝑒𝑟

𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75
VGGNet

𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75
CLIP

Figure 4: Effect of 𝐿𝐼𝑛𝑡𝑒𝑟 Loss. Without considering 𝐿𝐼𝑛𝑡𝑒𝑟 ,
the interpolation contains visible artifact. With 𝐿𝐼𝑛𝑡𝑒𝑟 com-
puted based on the common VGGNet-based perceptual fea-
tures, the results are worsened by over-smoothing artifacts.
We propose using CLIP-extracted features to compute 𝐿𝐼𝑛𝑡𝑒𝑟 ,
which significantly reduces the artifacts during interpola-
tion.

which serves as its identity code. We then modify the INR setup
so that the operation on each pixel coordinate (𝑝𝑥 , 𝑝𝑦) is now
conditional on the code 𝑧 of length𝑀 . In practice, we concatenate
𝑧 with (𝑝𝑥 , 𝑝𝑦) to form the input vector to the network. Formally,
with 𝑁 images and 𝑛 = 1, ..., 𝑁 ,

F (𝑝𝑥 , 𝑝𝑦 | 𝑧𝑛) = 𝑝𝑐 |𝑛, (3)

where 𝑝𝑐 |𝑛 stands for the predicted value of pixel 𝑝 in image 𝐼𝑛 .
The training loss function can be easily modified as

𝐿𝑅𝑒𝑐𝑜𝑛 =
∑︁
𝑛

∑︁
𝑝

∥𝑝𝑐 |𝑛 − 𝑝𝐺𝑇
𝑐 |𝑛 ∥

2, (4)

such that the INR F fits the pixels among all 𝑁 images.
While it is easy to optimize F and Z𝑁 = {𝑧𝑛}𝑁𝑛=1 to reach a low

𝐿𝑅𝑒𝑐𝑜𝑛 across all known pixels, it remains unclear how the learned
F would perform given a novel 𝑧 ∉ Z𝑁 . Of course, it would be
too demanding to expect F to always produce sensible results for
any random 𝑧 ∈ R𝑀 . Nonetheless, we believe it is fair to inquire
F under a more relaxed setting: With 𝑧𝑖 , 𝑧 𝑗 ∈ Z𝑁 , can F produce
sensible results given a novel 𝑧𝐼𝑛𝑡𝑒𝑟 = 𝛼𝑧𝑖 + 𝛽𝑧 𝑗 ? In other words,
as F is trained to produce good results with 𝑧𝑖 and 𝑧 𝑗 , what would
it produce with a weighted combination of 𝑧𝑖 and 𝑧 𝑗 ?

3.3 Direct Regularization
The reason we are interested in the above problem is that, if F
would produce good results on weighted combinations of known
𝑧𝑖 , 𝑧 𝑗 ∈ Z𝑁 , it could produce a smooth transition from image 𝐼𝑖 to
image 𝐼 𝑗 . Effectively, it could achieve view interpolation without
using any correspondence point or 3D information. In this paper,
we select the interpolation weights 𝛼, 𝛽 with the simple linear in-
terpolation, inducing 𝛼 = 1− 𝑡, 𝛽 = 𝑡 with 0 ≤ 𝑡 ≤ 1. Unfortunately,
as shown in Fig. 2, linearly interpolating between the two learned
codes fails to let F produce any meaningful result.

The initial failure is not really a surprise. The codes in Z𝑁 are
optimized only towards minimizing 𝐿𝑅𝑒𝑐𝑜𝑛 . It would make sense for
them to end up with different scales so that F can better distinguish
them and reduce 𝐿𝑅𝑒𝑐𝑜𝑛 . Thus, interpolating between them would
likely produce a noise vector which F cannot meaningfully decode.

To address this issue, we directly regularize the Z𝑁 during train-
ing. In particular, we prevent the codes from having different scales
by explicitly enforcing the learnable code 𝑧 as unit 𝑝-norm. For our
method we select 𝑝 = 1 and enforce

𝑧 =
𝑧

∥𝑧∥1
,∀𝑧 ∈ Z𝑁 (5)

in addition to training F and Z𝑁 based on 𝐿𝑅𝑒𝑐𝑜𝑛 .
Although a more instinctive option to many people is to rescale 𝑧

based on its Euclidean norm (sum of squares), this Euclidean norm
is only a special case for the general 𝑝-norm when 𝑝 = 2, or ∥𝑧∥2.



VIINTER: View Interpolation with Implicit Neural Representations of Images SA ’22 Conference Papers, December 6–9, 2022, Daegu, Republic of Korea

𝑡 = 0 𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75 𝑡 = 1
Figure 5: Stanford 4D Light Fields Results. We interpolate learned codes of views 𝑖 and 𝑗 as (1− 𝑡) · 𝑧𝑖 + 𝑡 · 𝑧 𝑗 . The INR preserves
the image details from the known views and smoothly transitions between them, such as bright speckles on the ball (row 1)
and view-dependent reflections (rows 2 and 3). Images are zoomed in for easier evaluations.

Table 1: Top: Effect of varying 𝑝 for code rescaling. Quantita-
tive results reaffirm that rescaling based on 1-norm achieves
the best quality. Bottom: Effect of varying the length of code
𝑀 . Results indicate that the code length cannot be arbitrary,
as a small𝑀 can be detrimental to the interpolation quality.
Setting𝑀 too large is also not helpful, as the quality appears
to peak at𝑀 = 128. More details about the experimental set-
ting are in Sec. 4.

𝑝-norm (𝑀 = 128) No ∞ 2 1.5 1

Known SSIM 0.901 0.903 0.951 0.955 0.962
PSNR 27.49 27.57 31.63 31.92 33.38

Novel SSIM 0.595 0.583 0.937 0.952 0.958
PSNR 11.02 11.04 29.15 31.25 32.39

𝑀 (𝑝 = 1) 16 32 64 128 256 512

Known SSIM 0.953 0.958 0.961 0.962 0.961 0.960
PSNR 32.64 33.03 33.37 33.38 33.16 32.95

Novel SSIM 0.891 0.951 0.958 0.958 0.958 0.956
PSNR 25.27 31.37 32.56 32.49 32.39 32.10

We investigate the effect of varying 𝑝 while computing the norm of
𝑧, and we present the results in Table 1 and in Fig. 2. With rescaling
based on 1-norm, the interpolation is more natural and stable than
with 2-norm. Moreover, as indicated by Table 1, 1-norm even leads
to more accurate reconstruction at the known image views, which
is the original task of fitting INR of images.

3.4 Indirect Regularization
Although the unit norm constraint significantly improves visual
quality, artifacts are observable as shown in Fig. 4. This shortcoming
does not come as a shock, because there must be a limit as to how
smoothly F can interpolate, given how little prior knowledge it
has about the content. After all, F is only trained on a small set
of images, and, unlike powerful generative networks, it does not
possess domain knowledge (e.g. faces, cars) from a huge dataset.

However, there is still room for improvement if we more proac-
tively alter the training process. Since the fundamental issue is
that F produces poor results when decoding novel interpolated
𝑧𝐼𝑛𝑡𝑒𝑟 unseen during training, we should explicitly encourage good
results with interpolated codes during training. As we only have
access to those 𝑁 images and do not have ground truth interpo-
lated frames, we propose computing the loss of interpolated results
through an off-the-shelf pre-trained network E. Specifically, we
hope the features extracted from the interpolated output are similar
to the features extracted from the two source images 𝐼𝑖 and 𝐼 𝑗 .

Formally, with 𝑧𝐼𝑛𝑡𝑒𝑟 = (1 − 𝑡) · 𝑧𝑖 + 𝑡 · 𝑧 𝑗 , △ denoting all pixels
in a full image frame, the interpolated output image is 𝐼𝐼𝑛𝑡𝑒𝑟 =

F (△|𝑧𝐼𝑛𝑡𝑒𝑟 ). We then use feature extractor E to compute

𝐿𝐼𝑛𝑡𝑒𝑟 = ∥E(𝐼𝐼𝑛𝑡𝑒𝑟 ) − [(1 − 𝑡) · E(𝐼𝑖 ) + 𝑡 · E(𝐼 𝑗 )] ∥2, (6)

and train the INR towards minimizing this loss.
While this setup is similar to the VGGNet-based perceptual loss

widely used in tasks like style transfer and image reconstruction,
we find that using VGGNet as the feature extractor E is not ad-
equate for our problem, as shown in Fig. 4. Instead, we employ
the recently released CLIP network [Radford et al. 2021] as E. As
shown by Fig. 4, we discover that the CLIP-based extractor signif-
icantly outperforms VGGNet, likely because CLIP benefits from
being trained to extract semantically-consistent features from im-
ages (see [Radford et al. 2021] for more details), whereas VGGNet
is trained to extract features mainly for image classification. Our
results are analogous to previous findings [Jain et al. 2021] that
show CLIP improves NeRF training on sparse views.

In short, in addition to the original objective of minimizing
𝐿𝑅𝑒𝑐𝑜𝑛 , we introduce rescaling with unit norm and the CLIP-guided
interpolation loss to the process of training INR of images. To com-
pute 𝐿𝐼𝑛𝑡𝑒𝑟 , the interpolation endpoints 𝑧𝑖 and 𝑧 𝑗 are randomly se-
lected from Z𝑁 . We refrain from specifically sampling neighboring
or adjacent viewpoints to avoid using the camera pose information
and keep training as 3D-agnostic. We would only knowingly select
endpoints based on their viewpoint locations during evaluation
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𝑡 = 0 𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75 𝑡 = 1

Figure 6: Unstructured Light FieldResults.We interpolate learned codes of views 𝑖 and 𝑗 as (1−𝑡) ·𝑧𝑖+𝑡 ·𝑧 𝑗 . The cameramovement
between the two known views includes rotation and translation. The interpolation through INR smoothly transforms the
perspective, despite having no knowledge of 3D scene structure or camera pose. Images are zoomed in for easier evaluations.

or demonstration of the interpolation results between different
viewpoints, after training is finished.

4 EXPERIMENTS
In this section, we provide more results on view interpolation and
ablation studies on the techniques introduced in Section 3. We train
VIINTER to encode real-world scenes captured under two different
regimes: 4D light fields (viewpoints are on a 2D plane with the
same orientation) and unstructured light fields (viewpoints are not
aligned on a 2D grid and orientations might be rotated).

4D Planar Light Fields. We use scenes from Stanford Light Field
Archive [Wilburn et al. 2005], with 17 × 17 camera viewpoints on a
2D grid.We use a 5×5 subset by taking every 4-th image horizontally
and vertically. We render new views by selecting two trained codes
and linearly interpolate them. The resulting interpolation results
are shown in Fig. 5, with more in the supplements.

Unstructured Light Fields. To test VIINTER on scenes with irreg-
ular camera layout, we test on the LLFF dataset [Mildenhall et al.

2019] and our own volumetric dataset. The LLFF scenes are cap-
tured in natural indoor environments, while our own scenes come
from a volumetric studio for human body captures. We present the
interpolation results in Fig. 5, with more in the supplements.

Table 2: Quantitative results on real-world scenes with dif-
ferent viewpoint layouts. Our method can only render at
the approximate viewpoints of ground truth, as discussed in
Section 4, leading to lower PSNR and SSIM values for novel
views of “Unstructured” where the viewpoint mismatch is
severe. See visual results formore comprehensive quality as-
sessments.

4D Planar Unstructured

Method NeRF LFN Ours NeRF LFN Ours

Known
SSIM 0.926 0.977 0.978 0.911 0.920 0.885
PSNR 33.62 37.67 37.28 29.04 30.11 28.32

Novel∗
SSIM 0.917 0.944 0.975 0.905 0.788 0.664
PSNR 33.28 30.67 35.77 27.15 21.35 16.80
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Quantitative Evaluation. The unique challenge in evaluating our
method is we cannot explicitly specify a camera pose to render at.
Nonetheless, to provide a quantitative evaluation, we approximately
render at testing viewpoints by interpolating the codes from nearby
known viewpoints. For example, for the Stanford Light Field scenes,
we select two viewpoints in the 5 × 5 training set, viewpoints (4, 4)
and (4, 8), and interpolate their learned codes with 𝑡 = 0.5. Then
we render the full image with the interpolated code and compare
it against the actual test image (withheld from training) captured
at viewpoint (4, 6). Thanks to the well-aligned structure of these
4D scenes, we can compute metrics like peak signal-to-noise ratio
(PSNR) and structural similarity index measure (SSIM) against a
reasonable ground truth image.

Table 1 provides the quantitative impact of our proposed tech-
niques on known and novel viewpoints in the Lego scene. In Table 2
we present the evaluation results aggregated from all scenes. Al-
though our method is not meant to outperform methods which use
3D information, we still provide quantitative comparisons with two
recent methods: NeRF [Mildenhall et al. 2020], the most prevalent
INR method for view synthesis, and LFN [Sitzmann et al. 2021],
which uses camera pose information to train an INR of 5D rays. For
results at novel viewpoints, although we can reasonably approxi-
mate the viewpoint in the 4D Light Field scenes, the approximation
is very inaccurate in the Unstructured scenes due to sparse and
irregular camera layouts. For more comprehensive assessment of
the quality, please refer to the supplements.

5 DISCUSSION
In this section, we provide further discussion on the significance of
the proposed method and presented results.

Why not NeRF (or 3D approach)? In general, image-based meth-
ods avoid certain issues unique to 3D approaches (e.g. properly
setting 3D bounding box, # of samples per ray) that often compli-
cate the training. However, this paper is not intended to present a
better method than the state of the art in view interpolation and
synthesis, but rather to explore a new direction where a classic
image manipulation problem meets the modern implicit neural
representation. We believe that 3D approaches like NeRF are cur-
rently still more appropriate in production, due to the abundance
of techniques and optimizations developed to improve their per-
formance. For sake of transparency and thoroughness, we provide
comparisons in Section 4 with representative methods and datasets,
and we hope they help readers better contextualize this new and
untested approach.

How is this different than image morphing? Although many im-
age morphing techniques do not invoke explicit 3D knowledge
about the structure or viewpoints, they rely on finding correspon-
dence points between the images being interpolated. Our proposed
method is correspondence-free, and the interpolation happens in
the space of the 𝑧 codes, rather than the space of image pixels. More-
over, image morphing often applies to images of different scenes or
identities (e.g. face morphing between two people), but this paper
is concerned with multi-view images from the same scene. In our
setting, if we do find correspondences like most morphing methods,
we would essentially do keypoint matching.

𝑡 = 0 𝑡 = 0.5 𝑡 = 1

Figure 7: Limitations. When the disparity is too large due
to insufficient viewpoint density, our method might not
produce plausible interpolation, likely because the training
views do not provide the INR with enough information to
perform implicit 2D interpolation without 3D knowledge.

How is this different than GAN interpolation? The code interpola-
tion is seemingly similar to the latent space interpolation of GANs,
but our method fundamentally differs from GANs in three ways.
First, VIINTER does not train a discriminator that provides adversar-
ial guidance to a generator. Second, GANs usually model a continu-
ous Gaussian latent space while we only consider the pairwise inter-
polation between codes in Z𝑁 . Third, GANs are trained for domain-
specific data and are unlikely to work for out-of-distribution data.
For example, although we could project face images into the latent
space of a powerful GAN trained on aligned human faces, but we
cannot use it to interpolate the various categories of images used
in Section 4. Our method is applicable for each separate scene, and
the CLIP-based feature extraction is shown to generalize well both
in prior work [Jain et al. 2021] and our experiments with scenes
containing vastly different visual attributes.

What is the implication of the norm of 𝑧? We point out that our
strategy is not adding a penalty on the norm of 𝑧, but rather strictly
enforcing the norm of 𝑧 = 1. Controlling the norm of 𝑧 ensures
that the learned codes exists on a well-defined region in R𝑀 . In the
case of𝑀 = 2, 2-norm ensures all 2D points lie on a circle, whereas
1-norm ensures all 2D points lie on a square inside that circle. As
we increase 𝑀 to higher dimensions, the difference between 1-
norm and 2-norm intensifies as the gap between that “circle” and
“square” enlarges. As a result, the codes learned with 1-norm is
more compact and likely more conducive for interpolation.

What are the limitations? The method may produce obvious
artifacts when interpolating scenes with large disparity (Fig. 7).
Additional experiments on more varied data would be necessary
for a comprehensive assessment of its performance on challenging
data Another limitation is it has no sense of 3D locations or camera
pose. As a result, it can only interpolate known viewpoints and
cannot render at arbitrary locations. Nonetheless, this limitation
would not be a deal breaker for many practical use cases that only
interpolate between known viewpoints, like 4D light field rendering
where viewpoints are fixed on a 2D plane. Another notable use case
is event replay for TV viewers, which produces a fly-through effect
by interpolating between known cameras. Finally, the proposed
method is limited by the training speed of INR, and training the basic
INR implemented in this work (with loss from feature extractor)
takes a few hours. We believe future work can significantly alleviate
this limitation by incorporating recent techniques [Martel et al.
2021; Müller et al. 2022] to speed up INR training.
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6 CONCLUSION
Images have been an indispensable data primitive in graphics and
vision. Exciting recent developments are advancing INR of images
towards two goals: image fitting and view synthesis. Instead of
pushing further ahead along either direction with increasingly spe-
cialized techniques, we look sideways to explore a new possibility
of fusing those two directions together. Results from our study show
that with careful modifications, INRs can perform view interpola-
tion through code interpolation in appropriate scenarios. Although
the method is limited by its inherent lack of 3D knowledge, our
study presents a proof of concept revealing an unrealized poten-
tial of INR of images. Our success in adapting CLIP, a pre-trained
deep network, to guide the INR training also suggests that future
developments of INR could further benefit from absorbing concur-
rent progresses in other areas of deep learning. As INRs of images
evolve to be more accurate and efficient, with this paper, we offer
a promising outlook on employing INRs for image manipulation
tasks beyond fitting and super-resolving known images.
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7 SUPPLEMENTARY INFORMATION
7.1 Training Details.
7.1.1 Hyperparameters. We use SIREN [Sitzmann et al. 2020] as
the network backbone and randomly initialize the weights and the
codes 𝑧 by default PyTorch settings. In the main experiments, we
set length of 𝑧 as 𝑀 = 128. All networks have eight intermediate
layers with dimension of 512, except the three volumetric scenes
where the hidden dimension of 256, since we found that increasing
the dimension to 512 did not meaningfully improve the quality.
We optimize the all parameters (network weights and image code
𝑧) with the Adam optimizer, with a learning rate of 1−5 which
decays to 1−6 with the cosine annealing schedule. At each training
iteration, the pixel batch size is 8192. For the 4D Planar scenes,
the network is trained for 300, 000 iterations, while it is trained
for 200, 000 iterations for the other scenes, since we did not find
quality improvements even if we trained the network for more
iterations. For the LLFF scenes, we 𝛼 = 0.05 except for Fortress
where 𝛼 = 0.01. For the Stanford Light Field scenes with narrow
camera baseline, we find it not necessary to apply 𝐿𝑖𝑛𝑡𝑒𝑟 and thus
set 𝛼 = 0. For the volumetric scenes, we set 𝛼 = 0.1. Scenes with
more between-view content disparities would benefit from stronger
semantic regulations through CLIP. The Stanford Light Field scenes
do not necessarily need such regulation because the difference
between adjacent views is small.

7.1.2 Training with CLIP-based Features. Without invoking CLIP
to compute 𝐿𝑖𝑛𝑡𝑒𝑟 , training on the Stanford Light Field scenes takes
around 5 hours. For the other scenes which involve 𝐿𝑖𝑛𝑡𝑒𝑟 , the
training time varies from 8 to 13 hours depending on the number
of pixels for each scene. We only compute 𝐿𝑖𝑛𝑡𝑒𝑟 once every two
iterations to reduce the training time.

To extract the CLIP-based features, we use the public implementa-
tion provided by the original authors [Radford et al. 2021]. To extract
the VGGNet-based features, we use the PyTorch implementation
at gist.github.com/alper111/8233cdb0414b4cb5853f2f730ab95a49. To
address the issue that pre-trained networks require the input im-
age to have a specific size which is different than our images, we
reshape the full image into patches of 224× 224 in a sliding window
fashion, namely “torch.functional.unfold(im, kernel_size = (224, 224),
stride=224”. Then, the features of the entire image are formed by
concatenating the feature embedding of each 224 × 224 patch.

7.1.3 Dataset Details. For the Stanford Light Field scenes, we train
and test at the original resolution with a total of 25 images. For
the LLFF scenes, we use their 4× downsampled version provided
by the original authors. For our own volumetric dataset, we train
1261×1612 forM1, 658×2246 forM2, and 1059×182 forW1 cropped
based on their bounding boxes. Each scene contains 30 images, and
those images are captured and included with consent from the three
human participants.

To train NeRF on the Stanford Light Field scenes, we follow [Attal
et al. 2022] and use their setup to train NeRF on these scenes.We use
NeRFwith 8 hidden layers and dimension as 256 (for both coarse and
fine networks), and we train for 200, 000 iterations with the batch
size of 1, 024 pixels. To train LFN, we adapt the implementation
from [Sitzmann et al. 2021] to train a single network for each scene.
We use LFN with 8 hidden layers and dimension as 512, and we

train for 500 epochs with the batch size of 65, 536 pixels. The results
for all methods (including ours) would likely improve further with
longer training, and we tried to obtain fair results under a limited
resource budget. We note that the purpose of these comparisons is
for reference, not for competition.

Algorithm 1: VIINTER Training Procedure

1 Data: 𝑁 images of different views {𝐼𝑛}𝑁𝑛=1 each with pixels
P𝑛 . Each 𝑝 ∈ P𝑛 has coordinate (𝑝𝑥 , 𝑝𝑦) and color 𝑝𝐺𝑇

𝑐 |𝑛 .
Feature extracting network E .

2 Parameters: Weights of F and {𝑧𝑛 ∈ R𝑀 }𝑁
𝑛=1.

3 Prepare: Extract features {E(𝐼𝑛)}𝑁𝑛=1 of known images.
4 For each training iteration:
5 Randomly select 𝑖, 𝑗 = {1, ..., 𝑁 }
6 1-norm constraint 𝑧𝑖 , 𝑧 𝑗 = 𝑧𝑖

∥𝑧𝑖 ∥1 ,
𝑧 𝑗

∥𝑧 𝑗 ∥1
7 Sample 𝐵 pixels as P𝑏𝑎𝑡𝑐ℎ

𝑖
from P𝑖 . ∀𝑝 ∈ P𝑏𝑎𝑡𝑐ℎ

𝑖
, get

F (𝑝𝑥 , 𝑝𝑦 | 𝑧𝑖 ) = 𝑝𝑐 |𝑖 and loss 𝐿𝑅𝑒𝑐𝑜𝑛 with 𝑝𝐺𝑇
𝑐 |𝑖

8 Randomly select an interpolation weight 𝑡 = [0, 1] such
that 𝑧𝐼𝑛𝑡𝑒𝑟 = (1 − 𝑡) · 𝑧𝑖 + 𝑡 · 𝑧 𝑗

9 ∀𝑝 ∈ P𝑖 , compute F (𝑝𝑥 , 𝑝𝑦 | 𝑧𝐼𝑛𝑡𝑒𝑟 ) = 𝑝𝑐 |𝐼𝑛𝑡𝑒𝑟
10 Reshape the output {𝑝𝑐 |𝐼𝑛𝑡𝑒𝑟 }∀𝑝∈P𝑖

as 2D image 𝐼𝐼𝑛𝑡𝑒𝑟
11 Extract features E(𝐼𝐼𝑛𝑡𝑒𝑟 ) and compute loss 𝐿𝐼𝑛𝑡𝑒𝑟 with

(1 − 𝑡) · E(𝐼𝑖 ) + 𝑡 · E(𝐼 𝑗 )
12 Update F , 𝑧𝑖 , 𝑧 𝑗 based on loss terms 𝐿𝑅𝑒𝑐𝑜𝑛 and 𝐿𝐼𝑛𝑡𝑒𝑟

7.2 Additional Results
7.2.1 More Ablation Results. In Figure 11, we provide more re-
sults on increasing the latent code length 𝑀 beyond the default
value of 128. In our experiments, we did not find meaningful bene-
fits of having longer latent code. While the INR trained to almost
perfectly reconstruct the training views is unlikely to allow for
smooth interpolation, our method significantly improves interpo-
lation, but sometimes at the expense of some sharp details in the
reconstruction, as shown in Figure 12.

7.2.2 Detailed Reconstructed and Novel Views. We present addi-
tional comparisons with LFN and NeRF from Figure 13 to 15, per-
scene interpolated results from Figure 16 to 19, and per-scene qual-
itative metrics from Table 4 to 7.

7.2.3 Beyond Interpolating Between Two Views. Our proposed set-
ting obtains the novel view 𝐴𝐵 between two known views 𝐴 and
𝐵 by interpolating the latent codes associated with 𝐴 and 𝐵. We
could do the same for two other known views,𝐶 and 𝐷 , and obtain
another novel view 𝐶𝐷 . At this stage, we can further interpolate
between 𝐴𝐵 and 𝐶𝐷 , and in Figure 8 we present some example
results of interpolation between the two interpolated latent codes.

7.2.4 Extending to Frame Interpolation. Our method can be poten-
tially modified and improved for frame interpolation using only
two input images [Reda et al. 2022]. As a proof of concept, we take
two human portrait images of the same person and deploy our
method on those images. In Figure 9, we present the intermediate
frames produced by our method. We also test our method on the
data used in X-Fields [Bemana et al. 2020]. In Figure 10, we show
the intermediate frames produced by our method.

 gist.github.com/alper111/8233cdb0414b4cb5853f2f730ab95a49
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Figure 8: Interpolated Between Interpolated Latent Codes. After interpolating the latent codes for two training views (Column
1 and 4), we can further interpolate between those interpolated latent codes (Column 2 and 3). This additional step effectively
leads to more viewpoints that can be expressed by our INR.

Figure 9: Frame Interpolation With Human Faces. Inspired by [Reda et al. 2022], we deploy VIINTER on pairs of human
portrait images with different expressions (Column 1 and 5). We then render the INR with interpolated latent codes between
those two training views, and the resulting images (Column 2, 3 4) exhibit smooth transitions between the two expressions.

4D Planar Unstructured

NeRF LFN Ours Ours-Finetuned NeRF LFN Ours Ours-Finetuned

SSIM 0.917 0.944 0.975 0.977 0.905 0.788 0.664 0.802
PSNR 33.28 30.67 35.77 36.84 27.15 21.35 16.80 24.03

Table 3: Quantitative results on novel views with an additional condidtion Ours-Finetuned, where we render our INR with
the latent code obtained after optimizing it against the ground truth test image (while freezing the network weights). Results
suggest that the trained INR is capable of achieving better quantitative novel view results, but is handicapped by our inability
input exact camera poses due to non-3D nature of our method.
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Figure 10: Frame Interpolation on General Images. We deploy VIINTER on two images (Column 1 and 5) captured at different
timesteps provided by X-Fields [Bemana et al. 2020]. We then render the INR with interpolated latent codes between those
two training views, and the resulting images (Column 2, 3, 4) exhibit smooth transitions between the two expressions.

𝑡 = 0 𝑡 = 0.5 𝑡 = 1 𝑡 = 0 𝑡 = 0.5 𝑡 = 1

𝑀 = 64 𝑀 = 128

𝑡 = 0 𝑡 = 0.5 𝑡 = 1 𝑡 = 0 𝑡 = 0.5 𝑡 = 1

𝑀 = 256 𝑀 = 512

Figure 11: Additional Results Similar to Figure 3. Increasing𝑀 beyond 128 leads to marginal impact in our experiments.

Figure 12: Left: INR trained with 𝐿𝐼𝑛𝑡𝑒𝑟 . Right: INR trained
without 𝐿𝐼𝑛𝑡𝑒𝑟 . Despite smoother interpolation, training
with 𝐿𝐼𝑛𝑡𝑒𝑟 could restrict the INR’s to ability to preserve
sharp details. The training set PSNR drops from 32.36 to
30.39.

7.2.5 Optimizing Latent Code Given Test Images. As noted in pre-
vious discussions, a major limitation of our latent interpolation
method is we cannot exactly render at arbitrary camera poses. Such

a limitation also leads poor novel view performance whenmeasured
by qualitative metrics like PSNR based on pixel-wise errors against
the ground truth image. However, the poor qualitative metrics does
not mean that the INR is unable to express and decode those views.
Rather, the deficiency reflects more about our inability to find the
right latent code for a novel camera pose.

Therefore, we provide additional qualitative results in Table 3
to vindicate the INR’s ability to express those novel views, when
it is given more appropriate latent codes. In this new setting, when
we measure the novel view performance after training the INR as
before, we assume the ground truth image is known so that we
can compute the error between the INR output and the true pixel
color. We optimize the latent code to minimize such error against
the ground truth without modifying the INR weights.
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Figure 13: Comparison With Baselines. From left to right: NeRF, LFN, and Ours.
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Figure 14: Comparison With Baselines. From left to right: NeRF, LFN, and Ours.
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Figure 15: Comparison With Baselines. From left to right: NeRF, LFN, and Ours. The difference in perspective is partially due
to the difference between 3D-based viewpoint movement v.s. 2D-based image morphing.
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𝑡 = 0 𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75 𝑡 = 1

Figure 16: Stanford 4D Light Fields Results. We interpolate the learned codes from from two non-adjacent viewpoints (from
top-left to bottom-right). See supplementary video for better contrast.
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𝑡 = 0 𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75 𝑡 = 1

Figure 17: Stanford 4D Light Fields Results. We interpolate the learned codes from from two non-adjacent viewpoints (from
top-left to bottom-right). See supplementary video for better contrast.
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𝑡 = 0 𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75 𝑡 = 1

Figure 18: Unstructured Light Field Results. See supplementary video for better contrast.
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𝑡 = 0 𝑡 = 0.25 𝑡 = 0.5 𝑡 = 0.75 𝑡 = 1

Figure 19: Unstructured Light Field Results. We interpolate the learned codes from two non-adjacent viewpoints. See supple-
mentary video for better contrast.
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Method NeRF LFN Ours NeRF LFN Ours

Scene SSIM PSNR

Amethyst 0.976 0.979 0.982 37.43 38.92 39.32
Beans 0.984 0.996 0.997 37.51 46.61 47.85
Bracelet 0.986 0.992 0.992 35.32 38.89 38.44
Bulldozer 0.967 0.971 0.966 35.36 36.81 34.36
Bunny 0.985 0.986 0.986 41.73 42.52 41.52
Chess 0.987 0.988 0.987 39.71 41.39 39.17
Flowers 0.962 0.977 0.970 33.80 38.28 35.24
Knights 0.976 0.947 0.980 34.69 30.73 36.14
Tarot-L 0.605 0.960 0.962 17.52 31.37 30.92
Tarot-S 0.763 0.973 0.982 21.73 33.08 34.99
Treasure 0.948 0.971 0.956 30.66 34.42 30.65
Truck 0.977 0.980 0.981 38.00 39.05 38.63

Table 4: Detailed Known Views Results on Stanford Light Field Scenes.

Method NeRF LFN Ours NeRF LFN Ours

Scene SSIM PSNR

Amethyst 0.977 0.960 0.979 37.56 32.67 38.14
Beans 0.970 0.994 0.994 32.91 42.48 43.74
Bracelet 0.989 0.962 0.992 36.46 29.22 37.81
Bulldozer 0.969 0.937 0.963 35.59 28.44 33.56
Bunny 0.985 0.975 0.984 41.77 35.61 40.83
Chess 0.987 0.967 0.985 40.05 31.62 37.35
Flowers 0.965 0.950 0.971 34.45 30.10 35.71
Knights 0.976 0.782 0.976 34.11 19.26 34.54
Tarot-L 0.521 0.933 0.937 15.68 27.00 25.90
Tarot-S 0.738 0.971 0.980 21.09 32.33 34.04
Treasure 0.954 0.931 0.962 31.28 26.72 31.62
Truck 0.978 0.961 0.979 38.42 32.60 36.01

Table 5: Detailed Novel View Results on Stanford Light Field Scenes.

Method NeRF LFN Ours NeRF LFN Ours

Scene SSIM PSNR

Fern 0.860 0.838 0.814 25.61 25.02 24.53
Flower 0.921 0.949 0.900 29.11 33.02 28.06
Fortress 0.943 0.945 0.892 32.14 32.13 30.27
Horns 0.898 0.893 0.847 28.15 29.27 26.51
Leaves 0.790 0.833 0.674 21.65 23.84 20.01
Orchids 0.794 0.832 0.816 22.55 24.67 23.79
Room 0.975 0.962 0.949 34.24 30.87 30.28
Trex 0.929 0.945 0.914 27.78 30.14 27.67

M1 0.958 0.971 0.953 29.49 32.30 30.39
M2 0.987 0.988 0.989 35.75 36.48 35.78
W1 0.963 0.968 0.975 32.99 33.46 34.27

Table 6: Detailed Known Views Results on Unstructured Light Field Scenes.
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Method NeRF LFN Ours NeRF LFN Ours

Scene SSIM PSNR

Fern 0.832 0.721 0.529 24.20 20.63 15.72
Flower 0.905 0.827 0.529 28.21 23.72 15.929
Fortress 0.948 0.810 0.734 32.39 25.09 23.90
Horns 0.907 0.811 0.687 27.69 22.75 20.22
Leaves 0.776 0.603 0.284 20.87 16.72 12.49
Orchids 0.786 0.360 0.346 21.72 11.96 13.83
Room 0.962 0.844 0.790 29.94 21.59 19.16
Trex 0.940 0.875 0.816 28.34 23.78 22.35

M1 0.946 0.894 0.844 25.43 18.13 13.57
M2 0.986 0.968 0.897 32.63 25.85 15.30
W1 0.964 0.958 0.854 27.23 24.66 12.37

Table 7: Detailed Novel View Results on Unstructured Light Field Scenes.
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