
Bias, Consistency, and Partisanship in U.S. Asylum Cases: A
Machine Learning Analysis of Extraneous Factors in Immigration

Court Decisions
Vyoma Raman∗

vyoma.raman@berkeley.edu
University of California, Berkeley

Berkeley, CA, USA

Catherine Vera∗
cateyvera@berkeley.edu

University of California, Berkeley
Berkeley, CA, USA

CJ Manna
charlesmanna@berkeley.edu

University of California, Berkeley
Berkeley, CA, USA

ABSTRACT
In this study, we introduce a novel two-pronged scoring system
to measure individual and systemic bias in immigration courts un-
der the U.S. Executive Office of Immigration Review (EOIR). We
analyze nearly 6 million immigration court proceedings and 228
case features to build on prior research showing that U.S. asylum
decisions vary dramatically based on factors that are extraneous
to the merits of a case. We close a critical gap in the literature of
variability metrics that can span space and time. Using predictive
modeling, we explain 58.54% of the total decision variability using
two metrics: partisanship and inter-judge cohort consistency. Thus,
whether the EOIR grants asylum to an applicant or not depends in
majority on the combined effects of the political climate and the
individual variability of the presiding judge — not the individual
merits of the case. Using time series analysis, we also demonstrate
that partisanship increased in the early 1990s but plateaued fol-
lowing the turn of the century. These conclusions are striking to
the extent that they diverge from the U.S. immigration system’s
commitments to independence and due process. Our contributions
expose systemic inequities in the U.S. asylum decision-making pro-
cess, and we recommend improved and standardized variability
metrics to better diagnose and monitor these issues.
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• Applied computing → Law; • Computing methodologies →
Machine learning.
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1 INTRODUCTION
Tens of thousands of people apply for asylum in the U.S. each year,
navigating an intricate and variable legal system [39]. This process
often takes years as applications are evaluated by U.S. Citizenship
and Immigration Services (USCIS), sometimes the Executive Office
of Immigration Review (EOIR), and in rare cases, the Board of Immi-
gration Appeals (BIA) [9]. Immigration courts are less strictly bound
to precedent than domestic courts, making them more susceptible
to variations in asylum decisions based on a variety of factors that
are ostensibly irrelevant to the merits of the case [17, 39]. Prior
research has exposed striking disparities in U.S. asylum grant rates
as a function of the nationality of an applicant and the sociode-
mographic characteristics of the presiding judge [39]. Subsequent
quantitative research has reinforced these findings by demonstrat-
ing that judicial characteristics and other extraneous features which
should theoretically have no influence on an immigration judge’s
decision-making are highly predictive of asylum decisions [17].

In this paper, we seek to expand upon previous research by ana-
lyzing decision variability in U.S. asylum adjudication on two levels:
We consider variability stemming from individual bias, which refers
to the extent to which a particular immigration judge’s identity and
experiences inform their decision-making; and partisan bias, which
refers to the impact of politics on case decisions. Our study asks:
How variable, if at all, are judicial decisions in asylum adjudication?
What is the relationship between asylum decisions, individual judge
characteristics, and systemic factors in case outcomes?

To answer these questions, we introduce a novel framework
that quantifies the notions of cohort consistency and partisanship,
which represent different levels of judicial variability. Drawing on
the definition of counterfactual fairness, we posit that an asylum
decision is unaffected by different forms of bias if it is consistent
in similar cases where particular factors such as political climate
or presiding judge are perturbed.1 We define decision variability
along these two axes as proxies for bias.

1.1 Background
An asylum seeker is someone who has been displaced from their
country of origin due to a “well-founded fear of being persecuted”
[2] on the basis of at least one of five characteristics: race, religion,
nationality, membership in a particular social group, and politi-
cal opinion [1]. Asylum proceedings are conducted affirmatively

1Perturbation is the act of changing features to create counterfactuals.
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through the U.S. Citizenship and Immigration Services (USCIS) or
defensively through the Executive Office of Immigration Review
(EOIR) by pleading their case to an immigration judge [7, 9]. Our
study uses data from the EOIR on defensive asylum cases.

Immigration courts cannot themselves establish precedent. The
Board of Immigration Appeals (BIA) acts as the appellate court
for the immigration court system and is the highest administrative
authority on interpreting and applying immigration laws. The BIA’s
decisions are binding on all immigration courts and DHS officers
“unless modified by the Attorney General or a federal court.” [5]
Thus, judges at the immigration court level are expected to regularly
review the BIA’s decisions to ensure their decisions are consistent
with the BIA’s precedent, and thereby each other.

1.2 Contributions
We make three novel contributions to this area:

(1) We introduce a scoring mechanism to represent inter-judge
cohort consistency and political partisanship. This mecha-
nism repurposes the notion of counterfactual fairness used
in machine learning to operationalize the measurement of
judicial decision variability in a legal context.

(2) We leverage predictive modeling in asylum data to explain
asylum decision variability based on cohort consistency and
partisanship. This represents a departure from traditional
methods of studying the qualities of asylum seekers to ex-
amining the immigration court system itself.

(3) We find that partisanship explains a majority (58.54%) of the
variability in asylum decisions. This emphasizes the unique
vulnerability of the immigration court system to changes in
political climate.

2 LITERATURE REVIEW
Foundational studies on asylum decision variability have exposed
significant disparities in grant rates based on the applicant’s le-
gal representation and sociological characteristics of the presiding
judge, including their gender and type and length of work experi-
ence [39]. Among other trends, Ramji-Nogales, Schoenholtz, and
Schrag’s foundational 2007 book Refugee Roulette stated their find-
ings that women judges granted asylum to 44 percent more cases
than their male counterparts; and applicants were statistically more
likely to receive asylum if their assigned judge previously worked
in a private immigration law firm, worked at a nonprofit organiza-
tion, or taught as a full-time law instructor [39]. In 2016, the U.S.
government’s internal review by the Government Accountability
Office (GAO) confirmed similar inter-judge variability even when
controlling for the particular immigration court and type of case.
In particular, the GAO replicated the aforementioned findings that
the gender of a judge and the length of time a particular judge had
been in office were significant predictors of asylum outcomes —
judges were statistically more likely to grant asylum if they were
women or had been an immigration judge for more than 3.5 years
[44].

Recent studies have sought to further characterize the occurrence
of inter-judge variability using a variety of techniques including
predicting the probability of an asylum decision and comparing
actual judicial decisions to predictions made by a model trained on

data that excludes the judge [20, 29]. Notably, some studies attribute
the variability to the gambler’s fallacy [16].2

A key goal of this existing literature has been predicting judicial
decisions and identifying important features used to make those
predictions. Past studies have achieved a prediction accuracy for
grant decisions at the immigration court level between 80% and 87%,
depending on the technique and specific data subset employed. In
doing so, researchers have also investigated the impact of different
extraneous factors, such as the history of a judge’s decisions, the
asylum seeker’s country of origin, football scores from the previous
day, and weather [17, 29]. Similar analyses have been conducted
beyond U.S. immigration courts, with comparable results in data
from the Board of Immigration Appeals and in international immi-
gration courts [11, 20]. Other researchers have focused on pre-trial
predictability to enable attorneys to distribute resources most ef-
fectively for a case, and those models had slightly lower accuracies
at 71% to 81% [22].

An increased application of machine learning to social contexts
has prompted greater scrutiny of prediction fairness and the devel-
opment of a variety of metrics to measure it. Common strategies
include equalized odds3 and statistical parity [33].4 Another concep-
tion of fairness is counterfactual fairness, which analyzes fairness
between members of a group by determining whether an individ-
ual’s case outcome would remain the same had they been a member
of a different group [32]. Bias has been quantified in more granu-
lar ways as well: in the field of algorithmic auditing, partisanship
has been formalized as a probability of party affiliation of search
snippets [24].

Scholars have identified a variety of factors that influence parti-
sanship in asylum decisions: the immigration judge’s prior profes-
sional experience [39], public sentiment toward immigration [28],
the political party in power [13, 48], U.S. foreign policy, U.S. rela-
tions with the country of asylum-seeker’s origin, [38]. Empirical
studies on politicization of immigration judges regarding orders of
removal reveal a statistically significant relationship between the
administration in power and an immigration judge’s decision [31].

Existing literature quantifying judge fairness has distinguished
between two broad categories: procedural, referring to fairness of
the procedures used to reach decisions, and distributive, referring
to fairness of outcomes [43]. Some scholars conflate distributive
fairness with justice, which makes the former difficult to quantify.
Much of the focus in the literature is on procedural fairness, which
focuses on the methods judges use to implement the law, such as
safeguards for asylum applicants against strict time constraints on
their cases [18, 27].

2.1 Gaps in the Literature
To build upon prior literature, we seek to formalize a method to
measure judicial decision variability within immigration courts.
While prior research has quantified fairness in federal courts, it
has centered on proceedings under the judicial branch of the U.S.

2The belief that if something has previously happened more frequently than average
it will happen less frequently than average in the future to balance out, or vice versa.
3The probability of a data point receiving each prediction is equal across the different
values of a sensitive attribute (e.g. gender).
4The likelihood of a data point receiving a positive prediction is equal for those who
are and are not part of a protected group (e.g. nonbinary).
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government. We seek to expand this to immigration courts, which
abide by a different set of rules as part of the executive branch.
Though existing research has investigated decision variability in
asylum through odds ratios and other techniques [44], this notion
has not been expressed in a manner that can be compared across
spatial and temporal boundaries. We present a novel two-pronged
scoring system to address this need.

A secondary objective of our work is to generate new insights
from our data via predictive modeling. Previous studies analyzing
asylum data with predictive modeling seek to predict proceeding
outcomes with pre-decision data. This approach reinforces the
traditional role of predictive modeling as a future-facing, target
variable-oriented method. We seek to dismantle this in two ways:
First, we include judicial decision as one of many covariates used
to predict other variables of interest. Second, we adopt existing
machine learning metrics to evaluate how well our scoring system
captures decision variability.

3 METHODOLOGY
3.1 Dataset
To construct our dataset, we gathered information from two sources:
the U.S. Executive Office of Immigration Review’s (EOIR) public
dataset,5 which contains information on case proceedings, asylum
seeker representation, and juvenile applicants; and the Transac-
tional Records Access Clearinghouse (TRAC) website,6 which fea-
tures detailed biographies on immigration judges. We limited our
dataset and analysis to cases charged before January 2022 and af-
ter the implementation of the Refugee Act of 1980. The data was
cleaned and merged along proceeding ID number and further fea-
tures such as a judge’s monthly decision count were computed and
added to the dataset.

Our dataset faces two primary limitations: First, we do not have
access to data on the merits of an asylum case, which includes the
grounds for receiving asylum and justification for why an asylum
seeker’s “subjective fear of persecution” is “objectively reasonable”
(see Section 1.1). Second, our results risk reflecting survivorship
bias: Due to the immense case backlog, many recently charged cases
do not have a decision yet; since our research focuses on decision
variability, we removed pending proceedings from the dataset. The
ones that are remaining from 2020 and 2021 have been processed
more quickly than average.

The final dataset contains 5,975,440 rows which correspond to
proceedings and 234 columns which correspond to information
about each proceeding. Of these features, 83 features contain infor-
mation on case proceedings (such as charging dates and decision
outcomes), 36 features contain information on the asylum seeker’s
background (such as local residence and demographics), 87 features
contain information on the presiding judge (such as professional
background and experience), and 28 features serve as null indicator
columns.

5This data is available at https://www.justice.gov/eoir/foia-library-0 due to repeated
Freedom of Information Act requests. We downloaded the entire dataset in January
2022.
6We used Python’s Selenium and Requests libraries to build a web scraping tool to
retrieve each immigration judge’s online biography from the TRAC website. It collects
links for judges who were active between 2006 and 2021 and scraped the associated
HTML and text biographies for the valid links.

3.2 Variability Scoring
While many formalizations of fairness have been developed to study
machine learning models [33], our analysis seeks to evaluate deci-
sion fairness in immigration courts. As such, we are subjected to
contextual constraints. For example, different nationality groups
in the dataset are expected to have different grant rates. Since the
particular conditions of their country of origin may determine their
eligibility for asylum, we are not interested in equality between
them. As such, group fairness7 would be inappropriate. On the other
hand, the legal context of this data emphasizes the relevance of
individual fairness.8 The precedent set by the Board of Immigration
Appeals as well as guidelines from the attorney general indicate
that case decisions should abide by a consistent set of standards. In
other words, one can expect similar outcomes for similar cases, as
judges ought to apply the court-wide standards similarly and come
to similar decisions. We thus draw upon counterfactual fairness
to quantify decision variability: A decision is fair if it would have
been consistent in a world where a demographic attribute of an
individual is changed but all else is equal [32]. In our case, we are
interested in quantifying decision variability by perturbing particu-
lar attributes of a case and measuring its effects on an immigration
judge’s decision.

Traditionally, algorithmic fairness methods compare a model’s
decision to the correct one provided in the data. As there is no
objectively “correct” decision about whether a given asylum seeker
should receive asylum, we employ counterfactual analysis to in-
fer decision accuracy. We compare each decision to those made
for similar cases, which we define as sharing the following three
attributes: asylum seeker nationality, which affects their need for
asylum since they are requesting to permanently leave their coun-
try; the primary immigration court where the trial is held, since
cases are distributed randomly among judges within these [37];
and the time interval (in 5-year bins) that the decision was made
in, due to autocorrelation observed in prior literature indicating
that temporality is a significant factor [15]. As part of the executive
branch, immigration courts have the flexibility to respond to global
changes such as refugee crises. We chose to hold these features
constant to avoid a scoring penalty for such behavior.

Thus, we created two novel scoring metrics to computationally
measure both individual and systemic variability. Specifically, we
sought to quantify individual judicial variability relative to their
fellow judges, which we refer to as “cohort consistency”, and sys-
temic impacts of the political zeitgeist on judicial decisions, which
we will refer to as “partisanship.”

3.2.1 Individual Variability: Cohort Consistency. According to the
U.S. Justice Department’s code of conduct for immigration judges,
“An Immigration Judge who manifests bias or prejudice in a pro-
ceeding impairs the fairness of the proceeding and brings the immi-
gration process into disrepute" [3]. While we seek to avoid making
value judgements regarding the biases of individual judges, we
hope to form a generalized understanding of how individual biases
may affect immigration decisions in general. As such, we are inter-
ested in measuring the cohort consistency of individual judges, as
determined by the similarity of decisions made between them.
7Each group has a similar probability of an outcome.
8Individuals in a group have similar outcomes.
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Based on the theory of counterfactual fairness, we stipulate
that a given judge is consistent if, on average, different judges would
have ruled on each of their cases in the same way. We measure
decision agreement between judges who rule on cases from the
same cohort.9 Thus, for each case attributed to each judge, we
compute the proportion of other judges who agree with the decision
of the judge in question. After calculating this, we average out the
agreement score for each of the judge’s decisions to determine their
overall cohort consistency score.

Cohort Consistency Formula. First, let us define four values: Δ𝑓 𝑖

is the value of feature 𝑓 𝑖 for the asylum proceeding in question Δ.
𝛿𝑓 𝑖 is the value of feature 𝑓 𝑖 for all other proceedings 𝛿 . 𝜎 is the set
of all asylum proceedings. Then, we can define the set of similar
proceedings 𝑆𝛿 used to build counterfactuals as follows: For each
feature 𝑓 𝑖 among those held constant for similarity, 𝛿𝑓 𝑖 has the
same value as Δ𝑓 𝑖 .

𝑆𝛿 := 𝜎{𝛿 |𝛿𝑁𝐴𝑇 = Δ𝑁𝐴𝑇 , 𝛿𝐼𝐶 = Δ𝐼𝐶 , 𝛿𝑌𝑅_𝐵𝑁 = Δ𝑌𝑅_𝐵𝑁 } (1)

Then, the set of all counterfactuals of the proceeding in question
with the judge feature perturbed is given by the following:

𝑃𝑟𝑜𝑐𝛿 := 𝑆𝛿 {𝛿 |𝛿 𝐽𝑈𝐷 ≠ Δ𝐽𝑈𝐷 } (2)

This helps us define the proportion of judges who agree with
the decision of the judge on the case in question.

Ω𝛿 := 𝑃𝑟 (𝑃𝑟𝑜𝑐𝛿 {𝛿 |𝛿𝐷𝐸𝐶 = 𝛿𝐷𝐸𝐶 }) (3)

Finally, we have the overall fairness score of the judge, based on
all their decisions, as follows:

Φ𝐽𝑈𝐷 :=
∑
𝛿∈𝑃𝑟𝑜𝑐 Ω𝛿

|𝑃𝑟𝑜𝑐 | (4)

Interpretation. A score close to 1 indicates that a judge frequently
agreeswith other judges on similar cases. A score close to 0 indicates
that they frequently disagree. For example, a cohort consistency
score of 0.85 signifies that, on average, a judge agrees with 85% of
other judges who ruled on similar cases.

3.2.2 Systemic Variability: Partisanship. We are defining “partisan-
ship” as the extent to which an asylum decision is impacted by the
political climate in which it was made. Formalizing this in terms of
counterfactuals, we state that a decision is partisan if changing the
political climate in which it was made results in the opposite decision.
Note that this is politically neutral; there is no definitional asso-
ciation between political party and score. While political climate
is a broad concept, we choose to represent it using two factors:
the political administration currently in power in the presidency,
and the political leaning of the state as evidenced by the party that
received the majority vote in the last presidential election.

9We define this as the subset of cases with the same immigration court, nationality,
and timeframe.

Partisanship Formula. We define the set of similar proceedings
𝑆𝛿 in the same manner as Equation 1. We also define the set of all
proceedings with political climates that are different from that of the
proceeding in question. This definition involves a different political
party in power or a different political leaning of the state. Thus, the
set of all counterfactuals of the proceeding in question with the
political climate features perturbed is given by the following:

𝑃𝑟𝑜𝑐𝛿 := 𝑆𝛿 {𝛿 |𝛿𝑁𝐴𝑇 _𝑃𝑂𝐿 ≠ Δ𝑁𝐴𝑇 _𝑃𝑂𝐿 | |𝛿𝑆𝑇 _𝑃𝑂𝐿 ≠ Δ𝑆𝑇 _𝑃𝑂𝐿}
(5)

This helps us define the proportion of opposing decisions un-
der a different political climate, representing the level of partisan
influence on the current decision.

Γ𝛿 := 𝑃𝑟 (𝑃𝑟𝑜𝑐𝛿 {𝛿 |𝛿𝐷𝐸𝐶 = 𝛿𝐷𝐸𝐶 }) (6)

Interpretation. A score close to 0 indicates that a decision is
frequently the same as those made for similar cases in different
political climates. A score close to 1 indicates that it is frequently
different. For example, a partisanship score of 0.85 signifies that
85% of similar cases made in different political climates had the
opposite decision.

3.2.3 Limitations. Counterfactual fairness assumes that we have
access to all the same information as the decision-maker (in the case
of machine learning, the model), but in our analysis we do not since
we lack the arguments made by each side; however, our application
of themethod circumvents this by considering only four variables in
total. When using counterfactual proxies, moreover, there is the risk
that scores do not accurately reflect what “partisanship” and “cohort
consistency” actually mean. Due to its reliance on similarity, the
scoring mechanism would result in high cohort consistency scores
and low partisanship scores in places like El Paso, Texas where
asylum is rarely granted [8]. These scores do not capture whether
the decision ought to have been made in this way and thereby
discounts these notions of fairness and justice. Furthermore, the
definition of political climate used when calculating partisanship
considers only the political party of the sitting president and the
political leaning of the state. We found these sufficient because they
provide a view into current political trends at both the state and
federal levels, but there are many other factors that could have been
considered in their place.

3.3 Variable Correlations
This study uses predictive modeling as a way to understand the
significance of different factors in influencing various outcomes of
interest. Our approach assumes that the relationship between vari-
ables in the dataset can be learned from the structure of an accurate
model, a tenet of the data-modeling culture of statistics [14].10 Since
this culture has been criticized for limiting the scope of questions re-
searchers explore and leading to fallacious conclusions, we instead
blend techniques to focus on tree-based machine learning meth-
ods such as random forest associated with the algorithm-modeling
culture, its alternative [14].11

10The data-modeling culture assumes a stochastic relationship between variables in
the data.
11Ignores the relationship between variables; more focused on accurate prediction.
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We examined covariates that affected a selection of variables
we chose based on existing literature and our research question.
Due to our interest in political climate, we predicted the political
party of the sitting president at the time of the decision. Since presi-
dents set the national agenda and influence immigration policy and
regulations, as described above, we believe that this is an impor-
tant variable to consider. Different parties also have different views
regarding treatment of asylum seekers, so this analysis would inves-
tigate that as well. Additionally, since our study focuses on asylum
decision variability, we predicted the partisanship and cohort scores
produced using the methods described earlier to uncover which
variables correlate with them.

3.3.1 Model Construction. Our analysis was conducted in Python,
using Pandas [34, 47] to store and manipulate data and Scikit-Learn
[35] to build models.

Before building models, we preprocessed our data: First, we
applied frequency encoding12 to categorical variables. Next, we re-
moved rows where our target variable was null. Finally, due to high
correlation between variables in the dataset, we selected features
for models by removing one of each pair of features for which the
correlation is greater than 0.95. This allows us to avoid representing
information redundantly and provides more interpretable results
about which variables are important in prediction.

We built random forest classifiers and regressors as appropriate
for each variable. To extract insights from our models, we analyzed
feature importances. In acknowledgement of the criticism of the
data modeling paradigm mentioned previously, we used bagging
to compute means and standard deviations of feature importances.
We then computed Spearman’s correlation coefficient for nonlinear
relationships to determine effect size and statistical significance,
which was examined after applying a Bonferroni correction.

3.3.2 Limitations. The main limitation of our methodology was
computational resources. Attempts to increase accuracy by em-
ploying the common practice of data standardization13 drastically
increased the size of the data from 3.5 GB to over 10 GB, leading
us to forgo the procedure. Additionally, when bootstrapping the
random forests 1,000 times, we set certain model hyperparameters
to lower values to maximize performance. Each random forest was
trained on 5,000 data points (about 0.1% of the dataset) with each
tree within that fit to a maximum sample size of 1,000 data points.

3.4 Decision Prediction
This analysis was conducted using Python, Pandas, and Scikit-Learn.
We recognize that the data we have on asylum seekers has been
extracted from people in vulnerable circumstances. Thus, this study
uses the data to critically examine the asylum system rather than
the people that have been subjected to it; thus, we focus on howwell
our computational measures of individual and systemic outcome
variability capture judicial decisions.

In order to characterize the relationship between our variability
scores and proceeding decisions, we constructedmodels that predict
decisions using partisanship, cohort consistency, and disaggregated

12Replaces each occurrence of a string with its overall frequency, as a decimal between
0 and 1, within the dataset.
13Subtracts the means and scales each feature to a unit variance.

consistency. We used model performance metrics to evaluate how
much variance in the data is captured by these scores; this repre-
sents the amount that a decision was influenced by variability in
asylum processes.

3.4.1 Model Construction. We performed this analysis on each
valid score combination in our data: partisanship and cohort con-
sistency, partisanship and disaggregated consistency, solely parti-
sanship, solely cohort consistency, and solely disaggregated consis-
tency. Since variables for political climate and judge identity some-
times contained null values, partisanship and consistency scores
were not available for every point in our dataset. Therefore, each
model was trained on 80% of the data that existed with the given
scores and evaluated on the remaining 20%.

We trained two models on each subset of data. One was standard
logistic regression. Observing that a linear boundary may be appro-
priate for our dataset, we also implemented linear support vector
classifiers. Our models were evaluated on two main metrics: The
test accuracy helps to legitimize our scoring system by determining
whether the model is appropriate, and the R2 captures how much
variability in decisions can be explained by the set of scores used
for prediction.

3.4.2 Limitations. A significant caveat exists in the interpretatin
of our results: Partisanship, cohort consistency, and disaggregated
consistency are all calculated using judicial decision. This results
in some leakage14 since we are using covariates that depend on
the target variable. However, the scores incorporate information
about political climate and judges that are not encompassed by the
decision itself. Additionally, since the scores are calculated based
on agreement with the decision and not its actual value (1 for grant,
0 for denial), we avoid using it directly.

3.5 Time Series Analysis
We believe useful inferences about the influences of specific political
statutes and events can be extracted using time series analysis.
Our analysis was conducted in Python, using Pandas to store and
manipulate data, Facebook’s Prophet package [42] to model our
data, and Matplotlib [26] to visualize trends.

3.5.1 Model Fitting and Trend Analysis. Using Prophet, we fit a
decomposable additive functional model to our data, aggregated
by week, with two main model components: trend and seasonality
within a year. Our trendmodel is a piecewise constant function with
a number of changepoints where the rate of growth can be changed.
Seasonalities are estimated by Prophet using partial Fourier sums.

The rate of growth is fit and modified at changepoints using
Prophet’s automatic changepoint detection. It first specifies a large
number of potential changepoints in the data where the rate of
growth is allowed to change, and then puts a sparse Laplace prior
distribution on the magnitude of the rate changes. This has the
effect of L1 regularization, such that Prophet will use as few of the
changepoints as possible to fit the model’s curve to the data.

To find our model parameters, we conducted a grid search over
two parameters: the scale of the changepoint prior and the scale of
the seasonality prior. To get error values, we performed time-series
14When information that includes the target variable is inadvertently used to predict
it.
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Figure 1: Volume of immigration court proceedings between
1980 and 2021.

cross-validation by setting a series of one-year hold-out segments
of data, training on the data from before the initial cut-off point, and
then validating the predicted values against the historical data. Our
final model parameters with the lowest root mean squared error
is 0.1 for the changepoint prior scale and 0.01 for the seasonality
prior scale.

Once the model had been fit, we visualized the decomposition
of the model in order to analyze the change in the trend across our
data, as shown in Section 4.3.1.

3.5.2 Limitations. Since our case data is not evenly distributed
over our period of analysis, aggregating the scores over smaller
time granularities and filtering to specific nationalities left us with
few cases to calculate the average over, resulting in certain cases
being more heavily weighted in the aggregated data points. This
is particularly relevant before 1990, where the volume of cases is
much lower.

Additionally, the changepoints in our trend are initially randomly
distributed in time using Prophet’s changepoint detection. Since
there is no significance to the exact dates chosen for potential
changepoints, changes in the rate of growth observed in the trend
occur in the locality of the date plotted, but not necessarily exactly
as plotted.

4 RESULTS
4.1 Dataset
We began by examining our dataset using descriptive statistics
and visualizations made with the Seaborn package [45] to identify
notable trends. Since exploratory analysis cannot be conflated with
statistically significant results, we augmented this by determining
variable correlations using predictive modeling as described in
Section 3.3.

Figure 1 depicts the number of decided proceedings in our dataset
each year between 1980 and 2021. Notably, the annual case volume

Figure 2: Annual asylum grant rate between 1980 and 2021.

Figure 3: Proportion of proceedings where asylum seekers
received representation between 1980 and 2021.

peaked at 296,485 in 2005.We observed an annual average of 142,270
cases since 1980. Likewise, Figure 2 shows the percentage of granted
applications for each year in our dataset over the same timeframe.
The most significant valley in grant rate occurred around 1990 at
just under 5%. The average grant rate over the full dataset is 12.875%.
Though grant rate appears to have peaked in 2021, this is associated
with a significant drop in case volume, suggesting that a number
of cases from that year are still undecided being processed in the
backlog at the time of writing.

Figure 3 shows the percent of proceedings where an asylum
seeker had attorney representation each year between 1980 and
2021. Notably, the annual representation proportion peaked at
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Figure 4: Breakdown of custody status for asylum seekers
with and without representation.

Figure 5: Proceeding duration for represented and unrepre-
sented asylum seekers.

55.66% in 2013 and again at 67.78% in 2021. 43.07% of proceed-
ings since 1980 have had attorney representation for the asylum
seeker.

Notably, 26.308% of represented asylum seekers received asylum,
while only 2.712% of unrepresented asylum seekers did. Figure 4
illustrates similarly large disparities in custody status: 58.695% of
asylum seekers without representation were detained, compared
to only 17.442% of those with representation.

Figure 5 visualizes the change in time, in days, between the
charge and the decision of each proceeding. We observed that the
majority of durations for unrepresented asylum seekers tends to
be concentrated below 500 days, while that of represented asylum
seekers is below 1000 days. The averages reflect this disparity:

Figure 6: Distribution of grant rate compared to cohort con-
sistency.

proceedings take an average of 825 days for unrepresented asylum
seekers and 904 days for represented asylum seekers.

4.2 Cohort Consistency Scores
Next, we analyzed associations between cohort consistency and
other variables. The average cohort consistency score of the dataset
is 0.790468.

Figure 6 visualizes the relationship between the judge cohort
consistency score and asylum grant rate. We identified a strong
negative correlation between the two variables: the standardized
covariance is -0.81787. Judges with high cohort consistency scores
tend to display a low grant rate.

We next stratified cohort consistency scores by various charac-
teristics of judges. Prior literature suggested a relationship between
gender and grant rate, so we examined its impact on consistency.
Additionally, due to our general interest in partisanship, we ana-
lyzed the political party of the administration that appointed the
judge.

Figure 7 displays the relationship between cohort consistency
scores and the gender of the judge. We observe that the average
consistency score of female judges is 0.76695, compared to 0.804427
for male judges. Figure 8 performs the same analysis for the political
party of the administration admitting the judge. There is a negligible
difference between the cohort consistencies of judges appointed by
Democrats and by Republicans, with a mean value of 0.78217 and
0.796202 respectively.

The model to predict our measure of cohort consistency had a
RMSE of 0.11745. The R2 of the model was 0.04838 and the R was
0.21995. Given that this model’s statistics are quite poor, the follow-
ing associations should be viewed with a degree of skepticism.
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Figure 7: Distributions of cohort consistency stratified by
judge gender.

Figure 8: Distributions of cohort consistency stratified by
appointing political party.

Table 1: The dataset variables associated with higher cohort
consistency scores.

Feature Mean StD Coef P

Male 0.022 0.008 0.204 0.005019
Member of TX Bar 0.024 0.010 0.193 0.007902
Member of GA Bar 0.008 0.006 0.176 0.015907
Member of LA Bar 0.012 0.008 0.168 0.021331
Appointed by Att. Gen. Meese 0.002 0.002 0.160 0.028585

Table 2: Dataset variables with the strongest negative associ-
ation with inter-judge cohort consistency.

Feature Mean StD Coef P

Member of NY Bar 0.056 0.02 -0.272 0.0**
Female 0.025 0.01 -0.242 0.001*
Member of CA Bar 0.042 0.013 -0.222 0.002
Year Received Law Degree 0.198 0.022 -0.125 0.086
Teaching Experience 0.018 0.008 -0.112 0.101

Figure 9: Annually aggregated partisanship scores and grant
rates.

Table 1 describes the bagged values and significance of variables
with higher cohort consistency Spearman coefficients. After apply-
ing a Bonferroni correction for multiple comparisons, none of the
features were significant.

Table 2 displays the same for the variables associated with lower
cohort consistency scores. Two variables were found to be signif-
icant with the correction: JUDGE_NY_BAR under 𝛼 = 0.05 and
JUDGE_FEMALE under 𝛼 = 0.1.

4.3 Partisanship
We then analyzed partisanship scores on the dataset. The average
partisanship score of the dataset is 0.179371.

Figure 9 displays a time series chart of the average partisanship
score and asylum grant rates by year between 1980 and 2021. We
observe similar behavior of the two metrics despite their distinct
calculation, suggesting a high correlation.

The model to predict our measure of partisanship had a RMSE of
0.10233, an R2 of 0.82608, and an R of 0.90889. Table 3 denotes the top
10 out of 107 total variables with a statistically significant positive
Spearman correlation with our partisanship metric. Notably, high
partisanship is associated with the last hearing being an individual
hearing, a longer time between the first and last hearings, and being
granted asylum.
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Table 3: Dataset variables with the strongest positive associa-
tion with partisanship.

Feature Mean StD Coef P

Decision 0.630 0.014 0.548 0
Charging to decision (days) 0.008 0.001 0.443 0
First choice deport. country (null) 0.0002 7.09E-05 0.439 0
Alien Primary Attorney(s) 9.29E-04 3.98E-04 0.435 0
Alien Non-Primary Attorney(s) 0.0011 0.0003 0.423 0
Latest Hearing is Individual 0.0006 0.0002 0.407 0
First to Last Hearing (days) 6.35E-03 0.0012 0.372 0
Attorney Number (legacy) 0.0017 0.00038 0.326 0
Base City Code 0.024 0.0039 0.313 0
Alien State Voted Democratic 0.001 3.86E-04 0.308 0

Table 4: Dataset variables with the strongest negative associ-
ation with partisanship.

Feature Mean StD Coef P

First choice deport. country 0.0064 0.0021 -0.479 0
Judge decisions by month 0.0163 0.0028 -0.451 0
Currently detained 0.0007 2.64E-04 -0.369 0
Alien nationality Central America 3.50E-02 1.04E-02 -0.329 0
Alien nationality 0.0145 0.0037 -0.305 0
Language 0.0074 0.0030 -0.300 0
Judge Code 6.52E-03 0.0009 -0.295 0
Base City State Voted Republican 0.0012 0.0004 -0.293 0
Alien Country Percent Christians 0.0373 0.0091 -0.279 0
Decision by EOIR-7 deportation 9.08E-05 6.37E-05 -0.270 0

Table 4 denotes the top 10 out of 71 total variables with a sta-
tistically significant negative Spearman correlation with our parti-
sanship metric. Notably, our model found that cases that were less
partisan were associated with an asylum seeker being detained at
the time of the decision, originating from a Latin American country,
and being tried in a state that voted Republican in the previous
presidential election.

4.3.1 Time Series Analysis. In order to better understand decision
partisanship along a temporal axis, we conducted time series anal-
ysis on the scores between 1980 and 2021.

Figure 10 depicts the change in partisanship scores over time
aggregated by week overlaid with a plot of the rolling mean of
the previous 12 data points. By visual inspection, we note greater
volatility in partisanship scores in 1980-1990 and 2010-2015. We an-
alyze a Prophet model for further insight on trends and seasonality.

Figure 11 shows the predictions of our fitted Prophet model
and a corresponding confidence interval of width approximately
0.17. With cross-validation, the model’s final root mean squared
error was 0.053753 and final mean absolute error was 0.036483. Its
R2 value was 0.384826. We next decomposed the model to better
understand the overarching trend and score seasonality.

Figure 12 displays the model’s trend component. Notably, there
is a period of marked increase in partisanship score starting around

Figure 10: Time series of partisanship scores and their rolling
mean between 1980 and 2021.

Figure 11: Final fitted model curve with training points.

Figure 12: Piecewise linear trend component of Prophet
model.

1992 and plateauing approximately after 2003. However, partisan-
ship score rises again beginning in 2014 and continues to grow past
its historical peak until the end of our data in 2022.

4.4 Decision Prediction
Next, we analyzed the ability of our constructed variability scores to
predict asylum decisions. Our research seeks to quantify the effect
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Figure 13: VDecision distribution across partisanship and
cohort consistency scores.

of systemic and individual factors, represented by partisanship
scores and cohort consistency scores respectively. In order to do
so, we construct two classification models each on five different
feature sets. We found that partisanship is more highly predictive
of decision than cohort consistency and contributes significantly
to prediction accuracy.

Before this analysis, we considered a baseline classifier that
always predicts that the asylum claim will be denied. Due to class
imbalance, where only 12.8751% of cases have been granted since
1980, the accuracy of this unintelligent model is still quite high at
87.1259%. However, the recall is 0%. The R2 value is -14.7777%.

4.4.1 Partisanship and Cohort Consistency. Figure 13 uses a joint-
plot to visualize asylum grants and denials across the different types
of variability scores. Notably, grants seem to be concentrated in
regions with high partisanship, while denials are concentrated in
areas with low partisanship. This observation is in concordance
with Figure 14, which illustrates average partisanship score and
grant rate. In contrast, cohort consistency is not visually associated
with either decision type. The standardized covariance between par-
tisanship and cohort consistency, moreover, is -0.010823, suggesting
that they are uncorrelated or only mildly so.

We probed these observations further using a logistic regression
to classify grants and denials. We trained the model on 4,012,194
data points for which both cohort consistency scores and parti-
sanship scores could be calculated. The accuracy of this model is
0.953477. While this initially seems quite high, both scores used to
predict the decision were calculated using the decision; this results

Figure 14: Covariance matrix for logistic regression built on
partisanship and cohort consistency scores.

in leakage since researchers would not be able to implement the
model in practice. Figure 14 depicts the covariance matrix for the
model. However, a few other statistics are noteworthy as well: the
R2 value is 0.582006, implying that these two scores cumulatively
capture 58.2% of the variability in the decision. Additionally, the
weight of the partisanship score in this model is 10.035049, while the
weight of the cohort consistency score is -4.519468. These numbers
suggest that a high partisanship score and a low cohort consistency
score imply a grant.

Observing the shape of the visualization, we hypothesized that
a linear decision boundary may be sufficient for decision predic-
tion using the variability scores. We therefore trained an addi-
tional model using a linear support vector classifier. This model had
slightly higher performance, with an accuracy of 0.95386 and an
R2 of 0.585447. The partisanship weight of the decision boundary
is 2.881612, while the cohort consistency weight is -0.893677. This
replicates the general associations found by our logistic regression.

Partisanship and Disaggregated Consistency. To investigate these
results further, we also chose to examine the effect of disaggregated
consistency scores. These values represent judge agreement for
particular decisions in the step before averaging.

Figure 15 depicts asylum grants and denials across partisanship
scores and disaggregated consistency scores. This shows a more
specific relationship with consistency: granted decisions are as-
sociated with lower disaggregated consistency. The standardized
covariance between partisanship and disaggregated consistency,
moreover, is -0.825603, suggesting opposing behavior of the scores.

We trained a logistic regression on this set of features on 817,666
data points. Its accuracy is slightly lower at 0.948304, and its R2
value is 0.503281. The model weights are 4.493468 for partisanship
and -6.333169 for disaggregated consistency. Compared to the mod-
els from the previous feature set, the consistency score has a much
greater influence on the ultimate decision.
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Figure 15: Decision distribution across partisanship and dis-
aggregated consistency scores.

4.4.2 Bivariate Prediction. To further discern the role of different
types of variability, we performed a similar analysis using partisan-
ship, cohort consistency, and disaggregated consistency as the sole
explanatory variables.

Partisanship. First, we trained a logistic regression on the data
points that had partisanship scores. This model has a 0.954842
accuracy and a 0.592405 R2. Both of these performance statistics
are higher on the partisanship-only model than on the ones that
combine partisanship with consistency. This suggests that the con-
tribution of consistency scores to the model may in fact detract
from the accuracy of our model. We also computed the Spearman
coefficient for the relationship between partisanship and decision
to be 0.548642 (p = 0.0).

Cohort Consistency. To test our hypothesis about the consistency
scores, we performed the same computation for both. The logistic
regression for cohort consistency has an accuracy of 0.869808 and
an R2 of -0.155715. These statistics indicate that the model performs
worse than the baseline classifier that always predicts asylum claim
denial. The precision of this model is 0.416094 and the recall is
0.015307, suggesting that cohort consistency provides slightly more
knowledge of positive asylum decisions than the baseline even as
it results in lower accuracy. These findings are supported by the
confusion matrix in Figure 16. The Spearman correlation between
cohort consistency and decision is -0.270801 (p = 0.0), indicating a
mild negative relationship.

Figure 16: Covariance matrix for logistic regression built on
cohort consistency scores.

Disaggregated Consistency. On the other hand, the logistic regres-
sion for disaggregated consistency has similar performance metrics
to the other models. Its accuracy is 0.95043 and R2 is 0.52186, and
the precision and recall are 0.829881 and 0.727072 respectively. The
Spearman correlation coefficient is -0.527486 (p = 0.0). The discrep-
ancy between disaggregated and cohort (aggregated) consistency
has implications for judicial behavior that are further explored in
the following section.

5 DISCUSSION
5.1 Quantifying Decision Variability
The goal of this study was to quantitatively discern the relative
effects of systemic factors on asylum decisions, operationalized
through our partisanship score, and individual variability, repre-
sented by our cohort consistency score. As described in Section 4.4.1,
we answered this question by constructing a logistic regression
and a linear support vector classifier on partisanship and aggre-
gated consistency scores. Notably, these two scores alone captured
58.5447% of all case variability.

This statistically significant finding is troubling because it con-
firms that variables designed to represent bias are highly predictive
a case’s outcome. Since the political climate and the assigned immi-
gration judge are not within the applicant’s control and are often
unrelated to the fact pattern of a case, these findings show a di-
vergence from the U.S. immigration system’s arguable obligation
to provide due process for all, even as due process rights for asy-
lum applicants remain controversial since the U.S. Supreme Court
has repeatedly circumvented the constitutional question to make
rulings on “purely statutory grounds” [6, 30].

Additionally, our results show that asylum grants are associated
with high partisanship, while denials are associated with low parti-
sanship. This finding reflects the tendency of immigration courts
to deny asylum (87.125%); variability measured by the partisanship
score occurs when immigration judges deviate from this trend by
granting asylum.
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5.2 Consistency Aggregation
The models’ performances differed based on whether the consis-
tency scores were aggregated or disaggregated. The aggregated
models use cohort consistency scores, which are averaged across
all cases for each judge, for prediction, while the disaggregated mod-
els use the consistency score for each individual case. We found that
disaggregated consistency scores are more indicative of individual
asylum case decisions than aggregated consistency scores.

This discrepancy gives the appearance that our model loses in-
formation through the aggregation process. Almost all aggregated
(averaged) cohort consistency scores cluster above a 0.5 cohort
consistency score. In contrast, disaggregated (individual case) con-
sistency scores range from 0 to 1. This may indicate that judges’
decisions across all their cases are fairly consistent and that indi-
vidual cases with low consistency scores are anomalous compared
to the general behavior of the judge.

5.3 Change in Partisanship Scores over Time
Our time series analysis shows that partisanship in asylum deci-
sions has increased over time, and particularly since the year 1992.
Recall that in Section 3.2.2 we have quantitatively defined partisan-
ship as a measure of how much a decision varies across political
climates. The increased partisanship trend in asylum decisions
reflects increased political polarization nationally and populism
globally [21]. The rise in partisanship can be attributed to several
factors, including the susceptibility of voters to extreme narratives
and the influence of non-civilian actors [25]. Simultaneously, the
growth of populism creates suspicion towards policies like open
immigration and globalization, prompting politicians to campaign
on these divisive issues [12, 23].

Our time series analysis also indicates that the rise in partisan-
ship slowed and then decreased around 2002. This finding may
represent the rise in national unity (and thus decrease in partisan-
ship) following the terrorist attacks on September 11, 2001 [19].
However, partisanship metrics began to rise again beginning in
2014, and have reached their historical peak in 2022; this is evocative
of the current polarization in national politics [36].

5.4 Women as Outliers
Our analysis found that the consistency scores of female judges
were significantly lower than those of male judges. In the context
of asylum denials being the norm, these findings confirm those in
prior literature that state that women have higher asylum grant
rates. This gender differential that labels women judges as “dif-
ferent” from the mean is notable considering that women were
only slightly less represented than men among the judges in our
dataset.15 Artificial intelligence and social science research have
begun to consider the implications of characterizing women and
minorities as statistical anomalies [46]. Quantitative analysis may
conflate statistical minorities with societal minorities by dispro-
portionately flagging instances of a minority group as an outlier,
which can lead to discriminatory findings [40].

Dataset Limitations. Due to the method of extracting biograph-
ical data about immigration judges, our dataset infers a judge’s

15Our dataset featured 234 female judges compared to 365 male judges

gender from pronouns. This leads to a binary notion of gender as
either male or female.

5.5 Future Action
We were struck by the extent of null data within the Executive
Office for Immigration Review’s (EOIR) datasets, which indicates
that much of the data is missing. Based on this observation, we
join the Transactional Records Access Clearinghouse in calling for
the EOIR to engage in more consistent and reliable data recording
and dissemination processes [4]. We also recommend that the EOIR
statistically analyze specific judge demographics with low cohort
consistencies to identify if there are “outlier” immigration judges
within that sample that are ruling differently than their peers. By
flagging individuals within specific “cohorts,” our research would
enable the Department of Justice to take concrete steps towards
further training and supervision to regulate the application of asy-
lum law and ensure that due process and equal treatment are being
met. Our partisanship metrics could likewise be used to monitor
the health of the immigration court system longitudinally.

Following studies could integrate country-specific analyses, given
the targeted treatment towards individuals coming from certain
countries and the impact of the quota system on court-by-court
decisions.16 Our methodology can be adapted from the immigration
court system to the federal and state court systems, where the hier-
archical nature of stare decisis provides further justification for the
importance of inter-court consistency. Future research could also
aggregate consistency scores by immigration court rather than by
judge to focus on intra-court inconsistencies rather than inter-court
inconsistencies as we have done.

5.6 Conclusion
In this paper, we introduced a novel scoring device that accurately
captures partisanship and cohort consistency metrics in order to
close a critical gap in the literature of quantification of asylum de-
cision variability that can be compared across spatial and temporal
boundaries. Using predictive modeling, we found that immigration
court decisions are predominantly impacted by two extraneous fac-
tors: the surrounding political climate and the individual variability
of the presiding judge. Our contributions leverage computing as
a diagnostic tool by attempting to improve and standardize the
measurement of variability in the U.S. immigration court system
[10]. Ultimately, we seek to uplift equity and justice in asylum ad-
judication by increasing accountability for these powerful systems.
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