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ABSTRACT
Participatory approaches to artificial intelligence (AI) and machine
learning (ML) are gaining momentum: the increased attention
comes partly with the view that participation opens the gateway
to an inclusive, equitable, robust, responsible and trustworthy AI.
Among other benefits, participatory approaches are essential to
understanding and adequately representing the needs, desires and
perspectives of historically marginalized communities. However,
there currently exists lack of clarity on what meaningful partici-
pation entails and what it is expected to do. In this paper we first
review participatory approaches as situated in historical contexts
as well as participatory methods and practices within the AI and
ML pipeline. We then introduce three case studies in participatory
AI. Participation holds the potential for beneficial, emancipatory
and empowering technology design, development and deployment
while also being at risk for concerns such as cooptation and confla-
tion with other activities. We lay out these limitations and concerns
and argue that as participatory AI/ML becomes in vogue, a contex-
tual and nuanced understanding of the term as well as consideration
of who the primary beneficiaries of participatory activities ought
to be constitute crucial factors to realizing the benefits and oppor-
tunities that participation brings.

CCS CONCEPTS
• Human-centered computing→ Interaction design theory, con-
cepts and paradigms.
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1 INTRODUCTION
Artificial Intelligence (AI) has taken a ‘participatory turn’, with
the reasoning that participation provides a means to incorporate
wider publics into the development and deployment of AI systems.
The greater attention to participatory methods, participatory de-
sign, and the emerging imaginary of participatory AI, follows as
a response to the changing attitudes towards AI’s role in our so-
cieties, in light of the documented harms that have emerged in
the areas of security, justice, employment, and healthcare, among
others [2, 18, 39, 54, 62, 79, 81, 82]. The field of artificial intelli-
gence is faced with the need to evolve its development practices—
characterized currently as technically-focused, representationally
imbalanced, and non-participatory—if it is to meet the optimistic
vision of AI intended to deeply support human agency and enhance
prosperity. Participation has a vital role to play in aligning AI to-
wards prosperity, especially of the most marginalized, but requires
a deeper interrogation of its scope and limitations, uses and misuses,
and the place of participation within the broader AI development
ecosystem.

A growing body of work has shown the different roles and for-
mats that participation can take in the development of AI, includ-
ing: new approaches to technical development in NLP in health-
care [25, 63], in the development of alternative design toolkits and
processes [44, 56], and methods that range from structured inter-
views to citizens juries [5]. In these cases, participation is meant to
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move beyond individual opinion to center the values of inclusion,
plurality, collective safety, and ownership, subsequently shifting the
relationship from one of designer-and-user to one of co-designers
and co-creators. Participation is expected to lead to systems of
self-determination and community empowerment. Yet, caution has
been raised about the possibility of ‘participation-washing’ [75],
where efforts are mischaracterized under the banner of participa-
tion, are weakly-executed, or co-opt the voice of participants to
achieve predetermined aims.

In this paper, we advance a view that participation should con-
tinue to grow and be refined as a key component of the AI devel-
opment and deployment lifecycle as a means to empower com-
munities, especially those at the margins of society that AI often
disproportionately and negatively impacts. To achieve this through
Participatory AI, greater clarity is needed on what participation is,
who it is supposed to serve, how it can be used in the specific con-
text of AI, and how it is related to the mechanisms and approaches
already available. Our paper makes three contributions towards
developing this deeper understanding of participatory AI. Firstly,
we situate the participatory process within its broader genealog-
ical development. We develop this historical hindsight in section
2, considering histories of participatory development as well as
its colonial inheritances and its newer digital forms. Secondly, we
present three case studies in section 3 taken from selected par-
ticipatory projects to further concretize various forms of existing
participatory work. we reframe participation by introducing a char-
acterisation that allows the multiple forms of participation seen in
practice to be compared in Appendix B. We then describe potential
limitations and concerns of participation in section 4 and conclude
in Section 5.

2 GENEALOGY OF PARTICIPATION
“‘je participe, tu participes, il participe, nous participons,
vous participez . . . ils profitent’ (in English: ‘I partic-
ipate, you participate, he participates, we participate,
you participate . . . they profit’)”. 1

This quote appears widely in works related to participation [3,
16, 46]—it poetically captures the cycles of enthusiasm and use
of participation and participatory methods as a remedy for many
problems of social life, but ending with a sense of disenchantment,
exploitation, and with asymmetrical power dynamics in society
left unchanged. We see the same enthusiasm for participation in
AI at present, which renews this quote’s relevance for the analysis
of participatory approaches in AI. The quote points to the many
historical lessons upon which new participatory undertakings can
draw from, which is often absent in AI research; it also serves as
a warning of one type of participatory outcome to avoid. To draw
on this experience, in this section, we begin with a summary of
participation’s historical roots, look specifically at participation for
technological development, and then review the current landscape
of participatory AI.

1From a French poster by Atelier Populaire, May 1968. V&A Museum collections
accession number E.784-2003

2.1 Historical Participation
Over the last century, participatory approaches have risen globally
to the fore across all sectors, including in international development,
healthcare provision, decision-making about science, democracy,
the environment, and social movements for self-determination,
among others [14, 16, 21, 29, 37, 46]. This rise is driven by the
multitude of benefits associated with participation. Participatory
approaches, by engaging citizens in scientific, democratic or envi-
ronmental decision-making, for example, enables these processes
to become transparent, accountable, and responsive to the needs
of those who participate. Participatory methods also establish a
distinct opportunity to learn from and include knowledge created
by the people directly affected by existing or new undertakings.
When such collective knowledge is missing, its absence leads to
failure leaving projects to be based solely upon technocratic or
elite perspectives [28, 59, 77]. Moreover, at its best, participation
leads to individual and collective empowerment as well as social
and structural change via the cultivation of new skills, social capi-
tal, networks, and self-determination among those who contribute.
This has the potential to make a sustained positive impact to the
welfare and benefit of communities over time [27, 73].

The desire to unlock these benefits through novel forms of orga-
nization played a central role in the development of participatory
approaches to research and decision-making, a trend that is most
often traced back to the work of Scandinavian researchers in the
1970s and 80s [4, 16]. The ‘Scandinavian approach’ to participation
is concerned primarily with the creation of ‘workplace democracy’
understood as a system of structured consultation and dialogue
between workers and employees with the aim of giving workers
greater control over wages and the allocation of tasks. Building
upon this idea, participatory approaches have been used to counte-
nance different kinds of response to the challenges posed to workers
by technological innovation. As examples, the Scandanavian Col-
lective Resource Approach helps workers actively manage processes
of technological adoption by promoting knowledge-sharing about
new technologies, improving the ability of unions to negotiate
collectively with employers, and identify mutually beneficial tra-
jectories [4, 47]. The British Socio-Technical Systems Approach to
participation was developed to promote the notion of a systems
science where new technologies, the workers (with emphasis on
their psychological and physical well-being), and the environment
that they are embedded in, are held to be an interactive part of
a larger system that needs to be collectively managed. The latter
school of thought set out to promote workers’ autonomy through
their active participation in the design of socio-technical systems
as a whole [4, 26].

The power of participation has led to a proliferation of ap-
proaches, including the principle of maximum feasible participa-
tion [61], and one of the most regarded uses in the process of
participatory budgeting [13]. Today there are numerous tools and
processes available for anyone to build on the established practices
across a range of participatory methods, whether they include Del-
phi interviews, citizen’s juries, role-playing exercises and scenarios,
workshops, force field analyses, or visual imagery (like those in the
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participatory development toolkit [45]), alongside the professional-
ization of participation through organisations like the International
Association for Public Participation.

Despite these advancements, historical analysis of the roots of
participation reveal some of its failings and shortcomings. Long
before calls for participation in the workplace, the notion of par-
ticipation played a central role in the administration of the British
empire. The “Dual Mandate in British Tropical Africa” colonial
system of the 1920s was rooted in the co-optation of traditional
rules and authority structures [51]. By establishing a hierarchical
division of power that was enforced using the authority of local
rules and chiefs, colonial projects claimed their legitimacy under
the veneer of participation. They mandated local people to abide
by colonial rules, turning participation in governance into a form
of colonial power.

The risk that participation could simply mask uneven power
relations, making it easier to perpetuate a dynamic that is funda-
mentally extractive remains a major concern. One of the most astute
critique in this vein was raised by Arnstein [3] that established the
now widespread image of the ladder of participation that provided
a linear model with which to characterise participation, from ex-
tractive to empowering. Although the ladder was powerful, the key
critique Arnstein [3] raised was one of power. And this critique
has been extended further, labelling the fervour for participation
in all sectors as a form tyranny, pushing out other approaches for
equity that would be more appropriate while using participatory
methods to facilitate an illegitimate and unjust exercise of power.
As Arnstein [3] writes: “... participation without redistribution of
power is an empty and frustrating process for the powerless. It
allows the powerholders to claim that all sides were considered,
but makes it possible for only some of those sides to benefit. It
maintains the status quo.”

2.2 Participation for Technological Innovation
Of relevance to machine learning research, are the specific roles
that calls for participation have played in the context of computing
and technological innovation. In the U.S., participatory design was
widely adopted by large corporations creating office technologies
in the 1970s and 80s [4]. The key idea was to increase the quality
of products, and to reduce time and costs, by bridging the gap
between those doing the design (removed from day to day use) and
those that were designed for by involving end-users in the process.
Participation in this sense was primarily conceived of as technical
work done by participants for the sake of economic efficiency; an
aspiration that fit well with larger organizational goals. While this
approach yielded some benefits for consumers via an improved
product, the value of participation was limited: it did not need
to benefit those engaged in co-design and was very unlikely to
empower them.

One salient question centers upon whether participation in the
technology development pipeline necessarily requires those in-
volved to be actively engaged in the process. For those who focus
on participation in the form of activism, movement-building and
community initiatives, active engagement is essential [16]. Yet, oth-
ers define participation more widely [7], so that it encompasses
types of incidental participation that arises by simply being part

of an environment or process that involves others. This phenom-
enon is increasingly pronounced in digital media environments,
e.g., having one’s data harvested and used in AI development by
virtue of “participating” in social media, sometimes referred to as
mediated participation [46], participation through the medium of
technology. Yet this type of “passive” participation has increasingly
been linked to privacy violations and surveillance [80, 83]. Further-
more, to support the ideal of a “participatory condition” of society
and technological development requires a degree of agency and
intentionality [7, 46, 80]. To participate, requires knowing that one
is participating.

2.3 The Emergence of Participatory AI
While the participatory mechanisms have served as a constant
backdrop for the development of modern technologies, it’s emer-
gence within the context of artificial intelligence (AI) and machine
learning based applications specifically have been relatively recent.
Given its origins as a more speculative academic and industrial
technological endeavor, the initial cycles of AI research largely
missed the prior waves of participatory research that other tech-
nologies of comparable vintage (e.g. personal computing, internet
networking, computer software). However, the shift away from
logic-based AI systems towards more data-driven paradigms such
Deep Learning [48] as well as new infrastructure for capturing and
leveraging human-generated data (e.g. Amazon Mturk) prompted
greater demand for “non-expert” participation in the construction
of AI systems.

One significant adoption of non-expert participation was in
the construction of large scale benchmark datasets such as Im-
ageNet [22], where the research team utilized over 49,000 workers
from Amazon’s mechanical turk (Mturk) platform across 167 coun-
tries [23] to perform image recognition tasks to filter and validate
the roughly 14 million images in the dataset. Despite this effort be-
ing quite broad in its “participation”, the highly variable ethical and
documentation standards [24, 34] for data enrichment or modera-
tion tasks means that these contributors often fail to be discussed
when publishing the final artefacts or protected by conventional re-
search participant standards (e.g. Beneficence, Respect for Persons,
Justice). Other area has been in the form of content moderation,
where non-expert participants are used to review misinformation
or graphic media to prohibit the display of harmful content on in-
ternet platforms (e.g YouTube, Facebook, Twitter) but also serve as
labelled training data for machine learning classifiers deployed to
expedite policy enforcement. The proliferation of machine learning
across multiple industries has further ingrained and expanded the
general data enrichment and moderation paradigm, but the abuses
and concentration of these forms of “Ghost Work" in low income
countries and peoples have also been extensively documented in
recent years [36, 42, 60, 69].

In parallel to the expansion of data enrichment and moderation,
problematic applications of machine learning tools in high stakes
domains such as criminal justice [9, 52, 68], healthcare [6, 8], and
hiring [1, 66] have prompted both researchers, civil society, and
regulators to increasingly urge greater use participatory methods to
mitigate sociotechnical risks [72] not addressed by algorithmic ad-
justments or transformations. The recent upswing in participatory
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tools have varied in approach and point in the machine learning
product lifecycle, including: auditing methods for machine learning
based interventions [43, 70], public consultation methods such as
citizen juries [5, 78] or joint problem formulation [56], informa-
tion disclosures such as model cards [41, 58] or datasheets [33, 40],
and artefact co-development [38, 49, 74]. A central tension of this
this recent wave of “participatory” is whether these mechanisms
should merely serve to aid in the refinement of relevant machine
learning sytem or rather emphasize lived experience as a critical
form of knowledge and employ experiential learning as a force for
community empowerment and advance algorithmic equity [30, 44]
or ensure wider humanitarian or societal benefits [10, 12]. The
heavy influence of industry stakeholders calling for greater par-
ticipation without resolving these tensions has led to concerns of
‘participation-washing’ and calls for a greater need to focus on
broader social structures and uneven power asymmetries [15, 75],
as well as the limits of participation in specific applications, such
as healthcare [25].

While the advancement of an emergent subfield of “Participatory
AI” has its own critical questions and tensions which are important
to further contexualize, the field needs to continue to reflect both
its instrumental and broader purposes. The sections below focus
exploring three specific areas:

(1) Standards: Despite many activities applying the label of par-
ticipatory, there are yet no clear consensus on what mini-
mum set of standards or dimensions one should use to as-
sess or evaluate a given potential participatory mechanism.
Though not an exhaustive list, attributes such as the degree
of Reciprocity, Reflexivity, and Empowerment, as well
as the Duration of a task are applicable and salient consid-
erations for all participatory mechanisms. Please see the list
of questions in Appendix A that further aid the reflexive
process for those embarking on participatory activities.

(2) Goals: There is no single unified vision of what Participatory
AI tools are intend to achieve, but rather a bundle of over-
lapping goals and motivations. These include algorithmic
performance improvements, process improvements, and col-
lective exploration. This is further explored in the Appendix
B. While each of these objectives are participatory to some
degree, the composition of the stakeholders and relative
degree of influence in ultimately shaping the development
and impact of a given machine learning system vary signifi-
cantly. Thus, researchers and developers must ensure that
the forms of participatory mechanisms utilized align with
the downstream technical, ethical and sociotechnical risks.

(3) Limitations: Invoking both lessons from history and con-
temporary cases, we will discuss some emerging limitations
of utilizing participatory methods as a means of mitigating
technical, ethical and sociotechnical risks. These include
concerns of participatory mechanisms serving as a viable
substitute for legitimate forms of democratic governance
and regulation, co-optation of mechanisms in asymmetrical
stakeholder settings, and conflation with other social goals
such as inclusion or equity. See Section 4 for more.

Below, we present three “sites” or case studies of Participatory
AI across the machine learning lifecycle to explore the substantive

areas outlined above. The decision to utilize a case study-based
approach is intentional, aiming to provide a deeper understanding
of the substantive questions in the context of existing or recent
cases. Our hope is that this approach will lend a greater appreci-
ation for the nuance and complexity implementing participatory
mechanisms in this setting often presents to all the relevant stake-
holders. Each case begins with a background description before
presenting a contextual analysis. Through an investigation of exist-
ing participatory practices, we aim to offer a wider lens on the use
of participatory mechanisms in the AI/ML context, where those
goals can be attained through participatory approaches, and a clear
understanding of potential limitations such that future efforts can
hopefully fully realize the impact of meaningfully incorporating
participation in AI/ML development and use.

3 THREE CASE STUDIES IN PARTICIPATORY
AI

Participatory activities, process, and projects exist in a variety of
forms. Within the AI for social good field, for example, participa-
tory activities are evoked as a means to improve AI systems that
impact communities where, ideally, impacted groups take part as
stakeholders through participatory design and implementation [12].
Participation has also been instrumental in designing and building
algorithms that serve communities for purposes such as operating
on-demand food donation transportation service [49] as well as
for building tools, for instance, (Turkopticon) that allow low wage
workers — Amazon Mechanical Turkers, in this case — to evalu-
ate their relationships with employers and support one another
[42]. Similarly, algorithmic tools that optimize worker well-being
through participatory design and algorithmic tool building has
been put forward by Lee et al. [50]. In collecting, documenting,
and archiving, sociocultural data needed to train and validate ma-
chine learning systems, participatory approaches can be critical
for representing the “non-elites, the grassroots, the marginalized”
in datasets, as outlined by Jo and Gebru [43]. For justice oriented
design of technology, participatory approaches provide the means
for marginalized communities to organize grassroots movements,
challenge structural inequalities and uneven power dynamics allow-
ing communities to build the kind of technology that benefits such
communities [18]. Abstaining from participation can also be a form
of participation in another related practice, as shown in Waycott
et al. [81], who analysed older adults who refused to participate in
technological intervention evaluation. Participatory projects, pro-
cess, and objectives, therefore, are diverse and multifaceted. Below,
we present three case studies that illustrate three various models
of participation.

3.1 Case 1: Machine translation for African
languages

Description. Over 400 participants from more than 20 countries
have been self-organizing through an online community. Some of
the projects that have emerged from this community focus on the in-
clusion of traditionally omitted “low-resourced” African languages
within the broader machine translation (MT) research agenda [63].
The projects sought to ensure that MT work for low-resourced
languages is driven by communities who speak those languages.
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There were no prerequisites placed on participation or fixed roles
assigned to participants but rather the roles emerged organically
and participatory input was sought at every level of the process
from language speaking to model building and participants moved
fluidly between different roles. The research process was defined
collaboratively and iteratively. Meeting agendas were public and
democratically voted on. Language data was crowd-sourced, an-
notated, evaluated, analyzed and interpreted by participants (from
participants). The specific project on MT for African languages pro-
duced 46 benchmarks for machine translation from English to 39
African languages and from 3 different languages into English [63].

Analysis. The MT project by the Masakhane NLP community
illustrates a grassroots (or bottom up) attempt at using partici-
patory mechanism to build new systems improve the underlying
performance of existing NLP systems through the inclusion of tra-
ditionally under-resourced African languages. The Masakhane MT
project sought to increase the degree of empowerment for the stake-
holders involved in the project. In this context, Empowerment
reflects the degree of impact the participants have in shaping the
participatory relationship, and ultimately the project or product.
An empowering process is one that is often Reciprocal: it is bi-
directional, emergent, and dynamic, and one where core decisions
or artefacts are informed by active participation rather than one
based on the idea of placating a community or notions of saviourism.
For example, in this case, the idea is to not only crowd-source activi-
ties such as crowd-sourcing of language data, participant evaluation
of model output, and production of benchmarks but also to create
and foster avenues and forums to veto or voice objections.

Having said that, although the project is built on the idea that
MT for low-resourced languages should be done by the language
speakers themselves, for language speakers, based on community
values and interests, it is still possible to see how the research,
datasets and tools may be co-opted and monopolized by commer-
cial actors to improve products or models without supporting the
broader grassroots effort or the community’s interests or needs. As
a result the primary beneficiaries of participatory data sourcing
may not be speakers of ‘low-resourced’ languages but actors with
access to such sufficient data and compute resources, thus gaining
financial benefits, control and legitimacy off of such participatory
efforts.

3.2 Case 2: Fighting for Māori data rights
Description. Through participatory initiatives that took place

over 10 days in 2018 as part of the Te Hiku NLP project, the Māori
community in New Zealand both recorded and annotated 300 hours
of audio data of the Te Reo Māori language [35]. This is enough data
to build tools such as spell-checkers, grammar assistants, speech
recognition, and speech-to-text technology. However, although the
data originated from the Māori speakers across New Zealand and
was annotated and cleaned by the Māori community itself, Western
based data sharing/open data initiatives meant that the Māori com-
munity had to explicitly prevent corporate entities from getting
hold of the dataset. The community thus established the Māori Data
Sovereignty Protocols [67] in order to take control of their data
and technology. Sharing their data, the Māori argued, is to invite
commercial actors to shape the future of their language through

tools developed by those without connection to the language. By
not sharing their data, the Māori argue they are able to maintaining
their autonomy and right to self-determination. They insist that, if
any technology is to be built using such community sourced data,
it must directly and primarily benefit the Māori people. Accord-
ingly, such technology needs to be built by the Māori community
itself since they hold the expert knowledge and experience of the
language.

Analysis. The Māori case study is an illuminating example that
brings together participatory mechanisms as means for method-
ological innovation while offering reciprocity to the relevant stake-
holders. It is a process that prioritizes the net benefit of participants,
especially those disproportionately impacted by oppressive social
structures, who often carry the burdens of negative impacts of
technology [11, 20, 57, 60] and reflecting a fair or proportionate
return for the value of the participatory engagement. This is of
particularly importance when seeking to utilize participatory mech-
anisms to achieve methodological innovation, or where the process
yields unique insights that can inform new or innovative techno-
logical artefacts (as opposed to a means to achieve a particular
pre-determined technical objective).

Because the data originates from the language speakers them-
selves and is annotated and cleaned by the Māori community, ex-
isting laws around data sovereignty [67] often require that those
communities are key decision makers for any downstream applica-
tions. In this case, the Māori are committed to the view that any
project created using Māori data must directly benefit and needs
to be carried out by the Māori themselves. This high degree of
reciprocity between stakeholders lead to a case where the needs,
goals, benefits and interests of the community is central to partici-
patory mechanism itself. This case study goes further than others
by providing avenues for foregrounding reciprocity and refusal
(when they are not aligned with the participants values, interests
and benefits).

3.3 Case 3: Participatory dataset
documentation

Description. A team of researchers put forward participatory
methods and processes for dataset documentation — The Data Card
Playbook — which they view as the route to creating responsible AI
systems 2. According to the team, the Playbook can play a central
role in improving dataset quality, validity and reproducibility, all
critical aspects of better performing, more accurate, and transparent
AI systems. The Playbook comprises of three components – Essen-
tials, Module one, and Module two – all activities supplemented by
ready to download templates and instructions. These participatory
activities cover guidance ranging from tracking progress, identify-
ing stakeholders, characterizing target audiences for the Data Card,
to evaluate and fine-tune documentation, all presented and orga-
nized in a detailed and systematic way. The Playbook aims to make
datasets accessible to a wider set of stakeholders. The Playbook is
presented as a people-centered approach to dataset documentation,
subsequently, with the aim of informing and making AI products
and research more transparent.

2https://pair-code.github.io/datacardsplaybook/
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Analysis. This case study encapsulates the kind of participatory
activities that support participation as a form of algorithmic perfor-
mance and/or dataset quality improvement. An indirect benefit of
this approach is that mechanisms designed to explore the space of
a given artefact or process inevitably offer a potential for Reflex-
ivity, critical evaluation and meaningful feedback. Reflexivity as
part of a participatory process is a critical element for improving
trust between stakeholders and conveying a sense legitimacy of
the ultimate artefact.

However, because the central drive for these specific participa-
tory practices are motivated by objectives such as dataset quality
improvement, the participants are assigned pre-defined roles and
very clear tasks. Dataset quality and transparent dataset documen-
tation indeed impact the performance and accuracy of AI systems,
which can all play a role in the larger goal of fair, inclusive, and
just AI systems. Nonetheless, this form of participation focuses on
fine-grained activities that come with pre-defined goals and objec-
tives means that there is little room (if at all any) for co-exploring,
co-creating, and/or negotiating the larger objectives, reflections,
and implication of AI systems. There is no guarantee that an AI
system that is created using improved and better datasets with the
help of the Data Card Playbook cannot be used in applications that
harm, disenfranchise, and unjustly target the most marginalised in
society. Computer vision systems that are used to target refugees
or marginalized communities in any society, for example, result
in a net harm to the targeted regardless of their improved perfor-
mance. Participation for algorithmic performance improvement is
not necessarily equipped to deal with such concerns.

4 LIMITATIONS AND CONCERNS
Like any method, participation has limitations, and we briefly ex-
plore these here, and also refer to the large body of work in these
topics [7, 16, 17, 46, 53, 55]. Effective participation should serve
specific purposes and should not be conflated with other tasks and
activities, such as consultation, inclusion, or labour. Moreover, par-
ticipation cannot be expected to provide a solution for all concerns,
and is not a solution for all problems. When used in considered
ways, participation can be an important tool in the responsible
development of AI. We consider here the role of participation in
relation to democracy, its conflation with other activities, concerns
on cooptation of participatory activities, the challenges of measur-
ing the effectiveness of participatory efforts, and the challenges of
balancing expertise and incentives.

Democratic governance. In democratic societies, it is useful
to think of democracy as an apparatus that responds to the right
of citizens to determine the shape of practices that govern their
lives. Consequently, participation is not the best mechanism for
decisions/values/norms that are better decided and codified by
democratic institutions, governance and laws. In a democratic sys-
tem, participants are rights-holders: the people to whom decision-
makers are accountable, and the body in which authority is ulti-
mately vested. This distinction is important when an undertaking
involves matters of significant public concern or modalities of oper-
ation, such as the coercive enforcement of law, that require stronger
forms of validation and legitimacy [32]. Participatory activities con-
vened by private actors or parallel institutions, cannot stand in for

democratic politics, and participatory AI should not aspire to do so
or be perceived to meet this function.

Conflation with other activities. By acknowledging partici-
pation’s limitations, we can refine what it does and does not entail.
As one example, inclusion is often conflated with participation [65].
Being included might have practical consequences on the ability
of people and groups to engage in participatory processes. But in-
clusion is not necessarily participation, since any individual can be
included in a group, yet not participate, e.g., by never voting, writ-
ing, or acting. Inclusion is then related, but in some ways different
from participation, and needs its own attention, which also depends
on an understanding of any systemic and social barriers in place
(e.g., racism, patriarchy, wealth exclusion). Attempts to include can
also be exclusionary. When we invite people to participate it is
never everyone: some people are always excluded. Typically those
excluded are the very worst-off, those with low literacy, those who
do not have the time to seek out participatory opportunities, are not
members of the right networks, etc [76]. At other times exclusion is
needed for safe, open participatory action. And the purposeful ab-
stention, collective refusal, dissent, or silent protest are themselves
forms of participation (e.g., as illustrated by the Maori data rights
case study).

Cooptation. Concerns remain of participation becoming a
mechanism of cooptation. Specific concerns are raised through
current economic and capitalist models that seek to dissolve social
relations and behaviours into commodities that are then open to
monetization [19, 83]. The history of colonial tactics showed how
traditional participatory structures were co-opted to claim legiti-
macy. The case study on machine translation for African languages
raises related concerns, where the efforts of grassroots participatory
actions, and their data-sharing initiatives, leaves opens the door for
cooptation, where corporate actors can use the results of participa-
tory efforts towards corporate benefits. The potential for corporate
actors to capitalize on such efforts and build products that maximize
profits, with little benefit to communities remains open. In such
circumstances, not only are those that participated disempowered,
but corporations then emerge as the legitimate arbiters of African
languages and subsequently language technology.

Effectiveness and Measurement. One core concern with par-
ticipatory methods is that it is difficult to measure and provide
attribution to the positive benefits of participation. The type of
participation described in Appendix B are likely to result in ben-
efits (though real) that are gradual and intangible, e.g., a sense of
empowerment, knowledge transfer, creation of social capital, and
social reform. In particular, participation that enables in-depth un-
derstanding and iterative co-learning can defy quantification and
measurement. Investing in such types of participation may appear
wasteful when outcomes are measured using blunt instruments
such as cost-benefit analysis, and it could instead be the limitations
of the metrics we use to evaluate participatory approaches that are
an obstacle to the effective use of participatory approaches. The
problem of measurement of impact and a general monitoring, eval-
uation and learning (MEL) framework is generally difficult, so also
points to areas for further research to effectively make participatory
methods part of regular practice [31].

Expertise and Incentives. One aim of participatory methods
is to spread knowledge about technical systems and their impacts.
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This involves the knowledge of technical experts, but also the lo-
cal knowledge embedded in the lived-experience of communities.
There is an epistemic burden on all stakeholders in the participa-
tory process to gather enough information to reason, questions,
act or decide [64, 71]. The need then to always learn and gather
information requires participatory approaches that occur at differ-
ent time frames, over various duration, and with different groups.
Participation necessitates an assessment of the incentives involved,
which can become distorted by epistemic burden, fundamentally
affecting the participatory process. Put simply, participatory meth-
ods cannot rely on simplified assumptions about the reasons people
have for engaging in a participatory process. This returns to the
need to challenge uneven power distributions and oppressive social
structures, as well as the ways that ‘community’ itself can hide
power dynamics.

5 CONCLUSION
To characterise AI as participatory is to acknowledge that the com-
munities and publics beyond technical designers have knowledge,
expertise and interests that are essential to the development of
AI that aims to strengthen justice and prosperity. Participation is
then an essential component in achieving these aims, yet hype
and misunderstanding of the participation’s role risks reducing its
effectiveness and the possibility of greater harm and exploitation
of participants. This paper contributes towards clarifying the un-
derstanding and role of participation in AI, situating participation
within its historical development, as central to contending with
systems of power, as seeking forms of vibrant participation, and a
as set of methods that has limitations and specific uses.

Participation in AI is a broad set of practices, but whether we
use participation for algorithmic improvement, methodological in-
novation, or collective exploration, they can be characterised along
axes of empowerment and reflexive assessment, along which we
seek to move away from transactional engagements towards forms
of vibrant participation that are in constant engagement with their
publics and increase community knowledge and empowerment. As
the case studies show, there are desirable forms of participation
that are already available that we can draw inspiration from. Par-
ticipation takes many different from across the AI pipeline, but
for researchers, a key aim is to build the reflexive process that the
probe questions hoped to initiate. New AI research and products
will increasingly rely on participation for its claims to safety, legiti-
macy and responsibility and we hope this paper provides part of
the clarity needed to effectively incorporate participatory methods;
and where we find participation lacking, we hope to provide a basis
for critique, which is itself a powerful form of participation.
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