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ABSTRACT
Long-range wireless technologies are at the core of Internet of
Things (IoT) and smart city applications. While they offer many
advantages in terms of ease of deployment, flexibility, mobility,
and ubiquity, to name but a few, they are not equally suitable for
smart city applications. Since ’one size fits all’ does not hold in
this context, finding out which long-range wireless technology
is the best requires a thorough performance evaluation of these
technologies in specific context and scenarios. In this paper, we
focus on performance evaluation of three prominent long-range
wireless communications, namely LoRa and Wi-Fi HaLow in the
ISM band and NB-IoT in the licensed band, to better understand
their benefits and limitations in the context of four smart city ap-
plication scenarios. These scenarios cover both under and above
ground applications in areas with different propagation properties.
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1 INTRODUCTION
In recent years, the number of Internet of Things (IoT) devices,
technologies, standards, and applications has rapidly increased.
Smart city is considered as one of the the most popular, yet diverse,
application areas of IoT with clear societal impacts. As the cities and
their population grow and the borders between cities and urban
areas vanish, the demand on long-range wireless communications
to cover larger areas with low deployment costs increases. Based on
the frequency band they use, long-range wireless communication
technologies fall either under licensed mobile frequencies or the
unlicensed ISM bands [18]. Each of these two categories has its
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own benefits and limitations. The licensed mobile frequencies can
only be used by authorized/subscribed devices, which limits their
wide use and applications and are not for free. However, the use
of these frequencies offers the advantage of having higher and
managed quality of services. On the other hand, the ISM band is
free for use and can be used by any device/user at the cost of having
unpredictable quality of service. Co-existence of these licensed and
unlicensed frequency bands is yet another challenge for quality of
service guarantees in long-range wireless communication [23].

WiFi HaLow, LoRa, and NB-IoT, in the ISM and the licensed mo-
bile frequencies bands, respectively, are considered as long-range
wireless technologies suitable for smart city applications. Some
articles have presented either a conceptual comparison of these
technologies based on standards specification or based on simula-
tion/experimental results (for recent examples see for example [8],
[15], [18], [21], [27], [14], [3]). To better understand the benefits
and limitations of these three technologies with respect to each
other, we define four application scenarios covering both under
and above ground smart city applications in areas with different
propagation properties. In this context, contributions of this paper
include: (i) performance analysis of LoRa, Wi-Fi HaLow, and NB-
IoT for different application scenarios and configurations, and (ii)
highlighting current challenges and limitations of simulating these
standards in the NS3 network simulator [19].

The rest of this paper is organized as follows. In Section 2, an
overview of the three protocols is provided. The smart city ap-
plication scenarios used to compare the protocols are introduced
in Section 3. The simulation environment, including propagation
and transmission models as well challenges faced in implementing
the standards in NS3 are described in Section 4. The simulation
setups, their parameters, and their goals are explained in Section 5.
Lastly, the results of these simulations, the conclusions that can be
drawn from these results, and ideas for future work are presented
in Section 6. Section 7 concludes the paper and highlights future
directions of this research.

2 LORA VERSUS WI-FI HALOW VERSUS
NB-IOT

In this section, we briefly explain the main features of LoRa, Wi-Fi
HaLow, and NB-IoT and the parameters which will have influence
on their performance.

2.1 LoRa
LoRa is a proprietary modulation technique from Semtech [22],
which creates long range, low power communication links, based
on Chirp Spread Spectrum (CSS). It operates in the sub-GHz fre-
quency spectrum of 433MHz, 868MHz, and 915MHz, depending on
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the geographical region in which it is operational [8]. The open
communication protocol and network architecture of LoRa as spec-
ified by the LoRa Alliance [16] is called LoRaWAN [2].

LoRaWAN supports a star topology and its architecture includes
end-devices, gateways, and a network server. According to the
LoRaWAN specification [2], end-devices have a single-hop wireless
communication to the gateways and the gateways in turn have an
IP communication with the network server. Channel access by the
end-devices in LoRaWAN is random. LoRa has a long range (< 20
km) but supports only low data rates (< 25 kbps) [4].

An important restriction in LoRaWAN is the duty cycle, which
limits communication between end-devices and the gateway to at
most 1% of the channel time [7]. This duty cycle restriction has
severe consequences in terms of interference and latency. In Europe,
LoRaWAN uses the 868MHz licence-free frequency band, within
this band different bandwidths are used. The selection of band-
width, in combination with the spreading factor (SF), determines
the throughput and transmission range. According to [22], the ad-
vertised maximum transmission range for LoRaWAN is 15 km and
the maximum payload size per packet is (in Europe) 222 bytes.

One of important parameters of LoRa modulation is the spread-
ing factor, i.e., the ratio between symbol rate and chip rate [5].
The six LoRa spreading factors, i.e., SF7–SF12, create a balance
between data rate and communication range by adapting receiver’s
sensibility [5]. The higher the spreading factor, the higher recep-
tion sensitivity and the lower the data rate. Orthogonality of these
spreading factors help communication on the same frequency be
collision-free [5].

The LoRaWAN specification distinguishes between three differ-
ence classes of end-devices, namely, class A (default), B, and C. The
main differences between these classes are, their energy consump-
tion and a(synchronous) downlink connection with the gateway
[3].

2.2 Wi-Fi HaLow
Wi-Fi HaLow is one of IEEE wireless networking protocols, i.e.,
IEEE 802.11ah [11], in the ISM band. In contrary to normal Wi-Fi
(IEEE 802.11 ac) that operates in the 2.4 GHz and 5 GHz bands,
Wi-Fi HaLow operates in the license-free sub-GHz frequency band.
Unlike LoRa, Wi-Fi HaLow has currently no commercially available
transceivers. Compared to LoRa, Wi-Fi Halow has a shorter range
(< 1 km) but supports higher data rate (150 kbps–346 Mbps) [4].

Since IEEE 802.11ah supports 1, 2, 4, 8, and 16 MHz channel band-
widths, its PHY layer has two designs, i.e., one for 1MHz channel
bandwidth and the other one for 2 MHz or higher [25]. For each
channel bandwidth, IEEE 802.11ah has defined modulation and cod-
ing schemes (MCSs), number of spatial streams (NSS), and duration
of the guard interval (GI), which all together lead to support of
different data rates [26].

An important property of Wi-Fi HaLow is the Restricted Ac-
cess Windows (RAW), which allows the devices (stations) only
to transmit their data during specific, pre-negotiated time slots.
The medium access control RAW is a combination of TDMA and
CSMA/CA and the channel is accessed through Enhanced Dis-
tributed Channel Access/Distributed Coordination Function (EDCA/

DCF) at specific times [26]. Since devices only need to wake up dur-
ing their RAWs to communicate, this not only reduces the probabil-
ity of collisions but also help in reducing the battery consumption.

Wi-Fi HaLow supports a star topology. However, unlike Lo-
RaWAN that allows the end-devices to communicate to any gate-
way, it only allows communication with a dedicated and known
gateway (access point). As such, it has a higher initialization cost
but ensures that the data remains within the network, making it
more private. When a device wants to communicate with the access
point (AP), it can randomly select a time slot in its assigned RAW
and access the channel. If more devices try to access the channel si-
multaneously, theymay need to back-off to prevent collision and try
to access the channel again later. Upon successful channel access,
the device requests uplink communication by sending a message
to the access point, which will be responded by an acknowledge
message to confirm the connection. The access point in return will
send another acknowledgement when the data from the device is
received [29].

2.3 NB-IoT
NarrowBand-Internet of Things (NB-IoT) is a standard developed
by 3GPP [1]. It is an extension of LTE to provide low bandwidth
and sporadic communication on licensed mobile communication
networks. NB-IoT provides the concept of power save mode (PSM),
where devices can turn of their radio components but remain reg-
istered to the LTE network. Under normal conditions, the LTE
networks provides coverage to nodes by assigning them to base
stations and managing the hand-overs of nodes between base sta-
tions. However, for NB-IoT nodes, the usage of PSM prevents the
hand-overs and therefore also mobility. Using a bandwidth of 200
kHz, NB-IoT provides a data rate of 17-159 kbps, depending on
release version and direction. More details about the physical layer
of NB-IoT are available in [13].

According to Wirges et.al. [31], the performance of UDP traffic
over NB-IoT is considerably better compared to TCP traffic. The
3-way handshake of TCP works less reliable on NB-IoT, such that
packets are lost due to connectivity problems. Since LTE uses li-
censed radio frequencies, where base stations control access to
the channel, the reliability and latency properties of the wireless
communication are greatly improved.

3 SCENARIOS
We consider four different IoT and smart city application scenarios
that cover both under and above ground communications in areas
with different propagation properties. More specifically, we consider
both countryside (low interference) and urban (high interference)
applications. In what follows, we briefly explain each scenario.

3.1 Farm trespassing
The goal of this scenario is to see how each protocol handles rela-
tively large data sizes. As simulation area, we consider an average
US farm size, which is 444 acres and translates to roughly 1.8 km2

[28]. Over this area twelve surveillance posts are evenly distributed,
with the AP being placed at the center where the farm house is
located, as shown in Figure 1. To simulate trespassers walking
around the farm, each post activates up to three cameras in quick
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succession (i.e., 1 second apart from each other). Posts closer to the
AP will activate 1 minute later to resemble the trespasser moving
towards the farm house. Both the cameras and the AP are placed 3
meters high.
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Figure 1: Deployment configuration of 12 camera posts for
the farm trespassing scenario. Each post has four cameras
and the access point/gateway or the base station is at the
center (the yellow circle). In case of LoraWAN, the center
location contains 2 gateways, in case of IEEE 802.11ah, it
contains an access point, in case of NB-IoT, it contains an
LTE base station.

3.2 Waste bins monitoring
A way to optimize garbage collection in a city is through the use of
smart bins. For this scenario, smart bins will send a message to the
garbage collector when they have to be emptied. The smart bins
resent this message every day at midnight until emptied. In the
worst case scenario, all nodes will send a message at the same time.
Since messages are sent once a day, to make sure that all waste bins
are emptied, all messages have to be correctly received and thus a
100% packet delivery rate is required.

The payload of the messages can be an arbitrary 1 byte payload,
as the fact that a bin sends this message indicates that it is full.
However, if the bin contains multiple compartments for separating
waste, the payload could be larger.

The AP is placed 20 meter above the ground, the waste bin
transceivers are placed at 1m above ground. The waste bins are
positioned according to a square grid, with a gateway or base station
at the center, as shown in Figure 2.

3.3 Soil quality monitoring
Long-range communication is a good technology to monitor soil
quality in agriculture, for example through the use of wireless
communication-enabled devices being buried in a plastic casing
with sensors attached to the outside of these casings.

In this scenario, sensors upload their measured soil quality ev-
ery hour (for monitoring) or when the quality suddenly changes
(for generating an alarm). Sensors operate independently and are
not synchronized. A packet delivery rate of 100% is required, as
a sudden decrease in soil quality can have consequences for the
total harvest. Furthermore, missing packets could be interpreted as
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Figure 2: Deployment configuration of the waste bins and
soil sensors in a square grid. The access point is placed at the
center of the area. Waste bins are positioned 1 meter above
the ground, while soil sensors are positioned below ground
at a depth that varies per simulation. The example figure
presents a 5x5 grid of soil sensors.

broken sensors. The sensor nodes are buried at a certain depth and
send a small message of 5 bytes, containing the sensor measure-
ments, to an AP placed 2 meter above the ground. The perspective
view of the soil sensor deployment is illustrated in Figure 2.

3.4 Smart sewer system
Chemical substances in sewer systems are currently monitored by
taking samples and sending them to laboratories. By placing sen-
sors in the sewer systems, the data collection can be automatized.
Additionally, sensors that can monitor quality of the sewer pipes
for the purpose of predictive maintenance are gaining popularity.
In both cases, these sensors must not be placed too far from each
other. The data can be collected in a similar way as the soil quality
monitoring scenario. The sensors from the sewer system are posi-
tioned according to Figure 3. The AP is placed 2 meter above the
ground.
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Figure 3: The positioning of sensors in a sewer system

Wireless systems for monitoring a sewer system do exist [6],
although they rely on using the maintenance holes to place the
radio antennas closer to the surface. For the simulated scenario, we
assume that the sensors and antennas are located within the sewer
pipe.

4 SIMULATION ENVIRONMENT
4.1 NS3 simulator
For simulations, we used the NS3 simulator [19]. For LoRa simula-
tions, we used the LoRaWAN module created by the SIGNET Lab of
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the University of Padova [17] in combination with NS3 Version 33.
Each simulation used the same gain and sensitivity for all nodes,
i.e., 14 dBm and -130 dBm, respectively. The module currently only
supports class A devices, meaning that nodes can only send data to a
server. They do not receive data (except for confirmation messages).

For the Wi-Fi HaLow simulations, we used the extension cre-
ated by Tian et al. [26] in combination with NS3 Version 23. All
simulations used nodes with 14 dBm transmission gain and -100
dBm sensitivity. Due to module limitations, it was not possible
to get the antenna properties to match the settings of LoRaWAN
implementation. MCS 3 and spatial stream 1 was used to have as
stable as possible connection while achieving a high throughput.

For the NB-IoT simulations, we used the LTE model extension
created by Sultania et al. ([24], [12]) in combination with NS3 Ver-
sion 29. For this wireless communication on a licensed frequency
band, the standard gain and sensitivity of the LTE simulation were
used.

An overview of our NS3 configuration for different wireless
technologies is shown in Figure 4.
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Figure 4: The NS3 configuration for LoRaWAN, Wi-Fi HaLow
and NB-IoT

For each technology, the simulated stack consists of a physical
layer, a MAC layer, optionally a network layer and an application
layer. Environmental conditions, such as propagation loss, are han-
dled by the physical layer were specific models can be connected
to the radio channel simulation. The MAC layer simulates access
to the radio channel, such as channel sensing and collisions. The
network layer simulates the infrastructure required to connect the
sender and receiver parts of the application. Finally, the application
layer simulates the behavior of the different components according
to the different scenarios.

4.2 Challenges of using NS3
As one may notice, we used three extensions of NS3 (for each of the
technologies) in combination with three different versions of NS3.
Although considerable effort was put in trying to get these three
extensions to work in a single (latest) version of NS3, for two of the

three extensions, it was difficult to extract those extensions from the
NS3 version where they were implemented. The LoRaWAN module
is available as a separate module, which can be easily added to a new
release of NS3. However, the Wi-Fi HaLow and NB-IoT modules
consist of extensive modifications to the Wi-Fi and LTE modules,
respectively. Furthermore, those modifications were added to devel-
opment versions of the NS3 simulator, such that determining which
code modifications are specific for Wi-Fi HaLow or NB-IoT is very
time consuming. Therefore, we implemented the applications and
propagation loss models used for simulating different scenarios in
different NS3 versions.

For the NB-IoT simulations, an extension to the LTE module
of NS3 was used [24]. The LTE simulation includes a detailed er-
ror model for the impact of the radio link quality and selected
modulation scheme on the packet error rate. Since performing
LTE simulations with NS3 was very time consuming, performance
profiling of the simulator was used to determine that most of the
execution time is spent on the evaluation of this error model. It
should be noted that running the NS3 simulator in production mode
instead of debug mode results in a 10-fold performance increase,
as the compiler is able to improve the LTE error model evaluation
considerably. Furthermore, even when there is no activity in the
simulated scenario (that is, neither communication nor movement),
the LTE simulation would still perform detailed simulations of LTE
behavior for the base stations and nodes to update the radio link
quality state. Since NB-IoT does not support the mobility of nodes
and puts the radio in power save mode, the performance of NB-IoT
simulations with NS3 might be considerably improved by optimiz-
ing the LTE error model evaluation for static nodes. Without such
optimizations, performing extensive NB-IoT simulations with NS3
is quite time consuming.

4.3 Propagation loss models
The propagation loss models implemented in NS3 are not com-
pletely suitable for our considered scenarios. As such we imple-
mented two propagation models, i.e., Weissberger’s model [30] and
WUSN-PLM [32]. We first briefly explain these models.

4.3.1 Weissberger’s model. The Weissberger’s model [30] defines
the propagation loss of radio waves through vegetation/foliage. It
is usable for foliage up to 400m and for frequencies between 230
MHz and 95 GHz, both of which fit the scenarios and protocols
being considered. It is important to note that this model only cal-
culates the loss through the foliage itself, and thus should be used
in combination with another suitable propagation loss model to
completely calculate the point-to-point propagation loss.

4.3.2 WUSN-PLM. The Wireless Underground Sensor Network
Path Loss Model [32] is a model with a couple of options including
complete underground to underground communication and under-
ground to above ground communication, which is again split into
”top soil” (less than 30cm deep) and ”bottom soil” (equal or greater
than 30cm deep). The model has its accuracy proven through real
life measurements of scenarios similar to the soil quality measure-
ment scenario and unlike Weissberger’s model, this model is usable
on its own.
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We used the bottom soil underground to above ground path loss
calculation. This calculation is built up from three smaller calcula-
tions, i.e., (i) the loss underground from transceiver to enclosing,
(ii) the loss through the ground, and (iii) the above ground loss. To
accurately calculate the loss through ground, the dielectric constant
and loss factor of the simulated ground are needed.

5 SIMULATION SETUP
5.1 Basic setup
The three wireless technologies and the four scenarios result in
orthogonal combinations of parameters for the simulations. For the
wireless technologies, the following parameters were used:

• For LoRaWAN, the radio frequency was set to 868 MHz
(for Europe) and a single channel was used. The spreading
factor was varied between SF7-SF12 to determine its effect
on coverage and delay.

• For Wi-Fi HaLow, the radio frequency was set to 868 MHz
and 5 different settings for the RAW configuration were
evaluated.

• For NB-IoT, the radio frequency was set to the licensed LTE
frequency of 900 MHz. To support a larger number of sensors
using the NB-IoT extension of the LTE module, the SRS peri-
odicity parameter is increased to ensure that all LTE nodes
were able to register with a base station. In all scenarios, the
height of the LTE base station is set to 27 meters to better
reflect their common deployment. The position of the LTE
base stations is the same as the LoRaWAN gateways and
Wi-Fi HaLow access points, although that would be unlike
in practice. As stated previously, since according to Wirges
et.al. [31], the performance of UDP traffic over NB-IoT is con-
siderably better compared to TCP traffic, we only consider
the UDP traffic.

For each technology, the activation of the simulated sending
application was delayed to ensure that energy saving features (such
as sleep mode) have taken affect.

5.2 Evaluation scenarios and simulation
parameters

We considered four evaluation scenarios and a set of simulation
parameters as described below.

• For the trespass scenario, the impact of five different image
qualities was evaluated (resolutions 144p, 240p, 360p, 480p
and 720p, with respective sizes 3.76 KB, 10.44 KB, 17.64 KB,
31.36 KB and 94.09 KB).

• For the waste bins scenario, the configuration of the deploy-
ment area (as shown in Figure 2) was used as simulation
parameters. We varied the area side length from 100 to 1000
meters. The grid dimension was varied from 4x4 to 10x10.

• For the soil quality monitoring scenario, the configuration
of the deployment area (as shown in Figure 2) and the depth
(from Figure 3) were used as simulation parameters. For the
area side length and grid dimension, the same values were
used as in the waste bins scenario. The depth parameter was
varied from 0.2 to 0.7 meters (in steps of 0.1 meters).

• For the sewer system scenario, the depth,𝑁 and𝑑 parameters
of Figure 3 took various values. depth was varied from 0.2 to
0.7 meters, the number of sensors 𝑁 was varied from 4 to 10,
and the sewer section length 𝑑 was varied from 10 to 100.

One may note that the parameters (like depth and area side
length) for different scenarios overlap, such that results of simula-
tions can be compared.

5.3 Evaluation metrics
To compare performance of different wireless technologies, we used
the following performance metrics: packet delivery time and relia-
bility in terms of number of retries required for a successful packet
delivery. The packet delivery time is the time between successful
reception of the first packet sent and the last packet received. For all
scenarios except Scenario 1, only one packet is sent at a time, which
means that packet delivery time would be equal to an end-to-end
latency.

We do not consider energy consumption as one of our evaluation
matrices since authors of [21] have recently compared power con-
sumption of these protocols in the context of Industrial IoT. In their
evaluation, the expected battery lifetime was computed for specific
scenarios with a periodic communication (once per 10 minutes).
In general, the battery lifetime is influenced by the packet size,
the communication period, and the interference between nodes
(which in turns results in MAC layer re-transmissions). For smart
city scenarios without interference between nodes, the expected
battery lifetime can be extrapolated from results reported in [21].
For scenarios with interference between nodes, however, an impor-
tant factor in the energy consumption is the average number of
transmissions per MAC layer packet.

We also performed experiments showing how technology spe-
cific parameters, i.e., spreading factor for LoRa and restricted access
window of WiFi-HaLow impact these metrics.

6 SIMULATION RESULTS AND DISCUSSION
6.1 Farm trespassing
To create a simulation environment that resembles a farm, Weiss-
berger’s model [30] and Friis’ Transmission equation [9] were used
as path loss models. We assumed that 1% of the path between the
AP and camera’s is foliage. The simulation measures the impact of
the image resolution and congestion on the time it takes to transfer
a full image on average. These results can be found in Figure 5.
In the simulated scenario, within an interval of 100 seconds, 36
cameras attempt to transmit an image with the selected resolution
to the gateway at the center of the farm.

For the Wi-Fi HaLow protocol, a configuration was used with
6 RAW groups, each containing 2 slots. A RAW group contains
up to 10 stations, assigned consecutively. Since the cameras are
activated in sequence, the activity within each RAW group changes
over time. Since the Wi-Fi HaLow protocol supports reliable TCP
communication, all image transfers were successful.

For the LoRaWAN protocol, the spreading factors 7 and 8 were
used and the acknowledged packets had a size of 200 bytes. Due
to the 1% duty cycle, the 36 cameras and two gateways should not
cause an overload in the network. The simulation reveals that only
9 (for SF7) and 13 (for SF8) images were transferred successfully.
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The image transfers were started according to a certain schedule
with 1 second intervals, which might cause interference between
packet transmissions, acknowledgments and re-transmissions. To
prevent repetitive collisions caused by synchronized behaviour
between different stations, the LoRaWAN specification introduces
the concept of ACK_TIMEOUT, which randomizes the interval
between the missing ACK and the re-transmission of the packet
to a duration of 1-3 seconds1. However, the randomized interval
was specified as a minimal delay, while the 1% duty cycle rules still
apply. For very small packets using SF7, the randomization can
reduce synchronisation, but for the larger packets, it has no effect.
As a result, when two stations are running the same application
(timing and packet sizes), the interference pattern can continue
until one of the stations finishes its transmissions.

For the NB-IoT protocol, each image was sent as a collection of
UDP packets. Each UDP packet was divided into a number of LTE
transport blocks. Although LTE does support large LTE transport
blocks at theMAC layer, the NB-IoT protocol introduces a limit of 17
bytes (according to the NS3 implementation of NB-IoT). Depending
on the link quality, the selected modulation scheme reduces the
block size further, down to 7 bytes. As a result, a single UDP packet
of 1500 bytes may result in 100–200 LTE transport blocks. Since
an NB-IoT station can only send one transport block per 10 ms, it
results in a large transfer time. Since NB-IoT operates in a licensed
frequency band of LTE, access to the radio channel is controlled
by the base station, such that collisions between transport blocks
of different stations are avoided. The main reason for variations
in the transmission time is the selection of a different modulation
scheme, resulting in more transport blocks.
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Figure 5: Average transfer times resolution for each protocol

The average number of transmissions for each image resolution
can be found in Figure 6 and are used to partly explain the measured
transmission times. ForWi-Fi HaLow, the usage of RAW groups and
slots reduces the number of collisions, which keeps the number of
re-transmissions of a packet low. For LoRaWAN, the 1% duty cycle
and the required waiting time results in a noticeable increase of the
transmission time when a packet is re-transmitted. In the figure, a
distinction is made between successfully transferred images and
1LoRaWAN Specification 1.1 is not clear about the usage of ACK_TIMEOUT, as men-
tioned in section 19.1

failed transfers (where a packet was dropped due to the maximum
number of retries). For successful transfers, the average number for
transmissions per packets is low, similar to Wi-Fi HaLow. For failed
transmissions, the consistent interferencewith other network traffic
causes a high number of transmissions per packet, and therefore a
larger transmission time (of an incomplete image). Since NB-IoT
is using the licensed frequency band of LTE, where the LTE base
station schedules the access to the radio channel, re-transmissions
due to collisions are avoided. Furthermore, the NB-IoT node adjusts
the modulation scheme to improve the delivery ratio, which further
reduces the need for re-transmissions of LTE transport blocks.
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Figure 6: Average number of transmission tries at the MAC
layer per packet for different image resolutions for each
protocol

6.2 Waste bins monitoring
Since the waste bins are located in the city, this scenario uses the
Okumura-Hata propagation loss model [10].

The focus of this scenario is to investigate the effect of synchro-
nized behaviour of all nodes, which means that they all send a
message at the same time.

Since the LoRa protocol does not require carrier sensing or a
randomized back-off mechanism, all waste bins will start their
transmission at the same time, which results in serious interference
at the gateway. When the gateway is able to receive a packet, after
the gateway has sent the acknowledgment for that packet, the
1% duty cycle rule also applies to the gateway itself, such at the
gateway is unable to acknowledge packets that arrive during that
interval. As a result, nodes continue to re-transmit, causing severe
interference. The LoRa protocol defines a back-off method in case
no acknowledgment is received. However, that back-off method
only works when the packet size is very small, in combination with
a spreading factor of 7, as shown in Figure 7.

The Wi-Fi HaLow protocol divides the nodes in separate RAW
groups, such that synchronized access to the radio channel is re-
duced. In addition, nodes select a random slot within the trans-
mission window for their RAW group and they perform carrier
sensing to prevent collisions. For large areas, not all nodes might be
associated with the access point due to a poor link quality. However,
nodes that are associated with the access point were able to deliver
their message.
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Figure 7: Number for received packets when waste bins
transmit at the same time within an area of 200x200 me-
ters. For small packet sizes and spreading factor 7, the back-
off method can improve delivery. For larger packet sizes or
spreading factor, the method doesn’t work.

Using the NB-IoT protocol, all nodes wake up from deep sleep
mode at the same time and try to contact the LTE base station
to receive a slot for the data transmission. Although this causes
some interference between nodes to get channel access, the data
transmission of each node is scheduled by the LTE base station
which prevents collisions.

In Figure 8, the average, minimum and maximum latency of the
packet is presented for different numbers for waste bins within an
area of 200x200 meters. For LoRa, due to heavy interference and
packet loss, all nodes stop their re-transmissions after the maximum
number of attempts (8) is reached. As a result, the maximum latency
is independent of the number of nodes. For WiFi-HaLow, a larger
number of nodes results in additional interference and packet loss
at the MAC layer. However, the use of TCP ensures the content is
eventually delivered. For NB-IoT, a larger number of nodes causes
some additional delay to change from deep sleep mode to active
mode. Once nodes are active, the LTE base station ensures that the
packet is received with minimal interference and very low latency.
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Figure 8: Average, minimum andmaximum latency of packet
delivery for LoRa, HaLow and NB-IoT

6.3 Soil quality monitoring
The path loss model used for this simulation is WUSN-PLM model
[32]. The soil parameters used were the features of clayey silt, as
found in [20]. The free space between the transceiver and the casing
was set to 3 cm.

The long range of the LoRaWAN protocol, together with the
improved sensitivity due to the spreading factors lead to the Lo-
RaWAN protocol to perform well in this scenario. As shown in
Figure 9, a larger spreading factor enables a better coverage of the
8x8 grid at a depth 0.3 meters. Figure 10 shows simulation results
of all combinations of LoRaWAN parameters.
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Figure 9: Number of received packets for different spreading
factors and area sizes
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Figure 10: LoRaWAN coverage at different depths for differ-
ent spreading factors and distances

Simulation results for the Wi-Fi HaLow protocol reveal that the
path loss due to the under ground location causes serious coverage
issues, where communication is only feasible at a shallow depth
of 0.2 meters or directly underneath the access point. As such, the
simulations do not reveal interesting results and the RAW groups
of Wi-Fi HaLow provide no added value in this scenario, where the
time between transmissions of different nodes is large enough to
avoid interference.

For the NB-IoT protocol, the default transmission gain and sen-
sitivity settings of LTE were used. With those settings, the path
loss for the under ground nodes is such that the selected depths are
unreachable.
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6.4 Smart sewer system
The smart sewer system scenario has the synchronized behaviour of
the waste bin monitoring scenario and the underground behaviour
of the soil quality monitoring scenario. Those results are shown
in previous figures. The depth of a standard sewer pipe is around
0.6 meters and as such results of this depth in Figure 10 and Figure
8 illustrate that only LoRaWAN may be a suitable solution, under
the assumption that gateways are located nearby. The solution,
where a communication module is located close to the surface in a
maintenance hole, is more viable and easier to maintain.

7 CONCLUSION AND FUTURE DIRECTION
As already explained in Section 2, and now proven by simulation
results, LoRaWAN is much more suitable for long distances or diffi-
cult conditions (under ground), Wi-Fi HaLow has a much higher
throughput, and NB-IoT is more predictable. This means that even
though they are all ”long range, IoT protocols”, they each use dif-
ferent methods to achieve this long range and use vastly different
methods that make them suitable for IoT. These methods are fo-
cused on saving as much battery power as possible, each with their
own set of consequences.

To improve comparability, future work should make sure that
the same transmission gains and sensitivities are used between pro-
tocols, so the simulation results are independent of the (simulated)
hardware that is used.

Updating all modules to the newest release version of NS3 is also
a useful exercise to improve comparability and ease of performing
simulations.
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