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A b s t r a c t  

Retrieval effectiveness depends on how terms are extracted and indexed. For Chinese text (and others like 
Japanese and Korean), there are no space to delimit words. Indexing using hybrid terms (i.e. words and 
bigrams) were able to achieve the best precision amongst homogenous terms at a lower storage cost than 
indexing with bigrams. However, this was tested with conjunctive queries. Here, we extended the 
weighted Boolean models using fuzzy and p-norm measures, as well as the vector space model using the 
cosine measure, for processing hybrid terms. Our evaluation shows that all IR models using hybrid terms 
achieve better average precision over those using words. Across different recall values, the weighted 
Boolean model using fuzzy measures with hybrid terms achieve consistently about 8% higher than those 
using words. The vector space model using the cosine measures with hybrid terms achieved the best 
improvement in the average recall and precision. 

K e y w o r d s :  Chinese information retrieval, indexing, IR models, evaluation. 

1 I n t r o d u c t i o n  

Chinese documents are becoming widely available in the 
Internet. Chinese newspapers in different parts of the world 
are now accessible on-line, for example Ming Bao in Hong 
Kong, Lianhe Zaopao in Singapore, Renmin Raobao in 
mainland China, China Times in Taiwan and CANews in 
USA. There has been rapid development of Internet in 
China, Hong Kong, Taiwan and Singapore. Yahoo! has set 
up its Chinese portal in Hong Kong to capture this growing 
market. 

With the increasing large amount of information on the 
Interact, an apparent problem is to find the relevant 
information via the Internet. Chinese information retrieval 
is becoming more important in the advent of this 
development. Indexing techniques using inverted file, 
model-based signature [1], superimposed coding signature 
[2], variable bit-block compression signature [2] and pat- 
tree [3,4] were modified to index Chinese (Japanese) 
documents, as well as mixed Chinese-English documents. 

Permission to make digital or hard copies of all or part of this work 
for personal or classroom use is granted without fee provided that 
copies and not made or distributed for profit or commercial 
advantage and that copies bear this notice and the full citation on the 
first page. To copy otherwise, or republish, to post on servers or to 

redistribute to lists, requires prior specific permission and / or a fee. 
Proceedings of the 5th International Workshop Information 
Retrieval with Asian Languages 

Copyright ACM 1-.$8113-300-6 O0 009 ... $5.00 

In general, these indexing techniques only affect the 
storage and speed performance and occasionally there are 
trade-off between these performance with retrieval 
effectiveness (e.g. recall and precision). On the other hand, 
defining what terms to index in the document directly 
affect retrieval effectiveness, with the exception of P A T -  

trees [3,4], which incurs a significant storage overhead. 

Recently, research work [5,6,7] compared the retrieval 
effectiveness using different types of terms (i.e. characters, 
bigrams and words). In general, retrieval based on 
characters has the best recall where as retrieval based on 
words or based on bigrams has the best precision. Unlike 
words, bigrams do not have the out-of-vocabulary problem 
but they incur significant storage overhead. To overcome 
the shortcoming of one type of terms over the others, 
research workers have merged the retrieval lists from 
different indexed terms. Leong and Zhou [8] have found 
little improvement in merging retrieval lists but Kwok [5] 
have found significant improvement when merging 
retrieval lists of words and bigrams. One disadvantage of 
merging retrieval lists is the high overhead to store two 
indices and to process 2 lists of results. Recently, Tsang et 

al. [9] proposed to merge the index, instead of the retrieval 
lists. Effectively, the index contains different types of 
terms and it is called a hybr id  index. Instead of exhaustive 
indexing, bigrams are extracted only at locations where the 
out-of-vocabulary problems are likely to occur. In this way, 
the index size and bigram dictionary size are kept low, and 
the retrieval performance can still be improved (around 
10% in terms of precision). However, the evaluation was 
carried out for conjunctive queries. 

In this paper, we will explore the use of hybrid term 
indexing for 2 general types of IR models: the extended 
Boolean model and the vector space model. In the next 
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section, we will give a brief review of  hybrid indexing. In 
section 3, we will describe how the 2 general types of  IR 
models are extended for hybrid term indexing. In section 4, 
the evaluation of  using hybrid term indexing, for the 2 
types of  IR models are reported. Finally, we conclude. 

2 Hybrid Term Indexing 

From previous work, it is clear that words are the preferred 
index terms if  there is no out-of-vocabulary problem. To 
solve the out-of-vocabulary problem, words can be 
extracted automatically [10,11] but there are concerns 
about the recall performance of automatic extractions or 
the concerns about the scope of  word formation rules [12]. 
Instead, we propose to use bigrams to solve the out-of- 
vocabulary problem. Bigrams have the advantage that it is 
a completely data-driven technique, without any rule 
maintenance problem. Bigrams can be extracted on-the-fly 
for each document. There are no requirements to define a 
somewhat arbitrary threshold (or support) and there is no 
need to extract and test any templates for word extraction. 

However, bigrams have high storage cost. To reduce this 
effect, bigrams and words are not exhaustively indexed in 
the document. Instead, bigrams are extracted at parts of  the 
documents where the out-of-vocabulary problem is likely 
to occur. One method is to extract bigrams only at regions 
where the Chinese phrases or sentences are segmented into 
individual character sequences. In this way, the number of  
extracted unique bigrams are reduced and therefore the 
storage cost is kept low. This idea of  extracting information 
from single-character sequences was already applied in 
word extraction [13] but it was not applied in indexing for 
information retrieval. 

Input: Document d and the word dictionary D 
Output: Index terms { w } ~ { b } 
Method: Word and Bigram Indexing 
Step 1 Segment text into sequences sk 
Step 2 For each sequence sk of Chinese characters in the 

document d do 
Segment Sk using the word dictionary D 
For each word  w ~ D matched in sk do 

if [wl > 1 character and w is not a stop word 

Step 3 
Step 4 
Step 5 
then 
Step 6 Index w 
Step 7 end 
Step 8 For each single-character segmented substring 

Sk, m in sk do 
Step 9 if ISk.m[ > 1 character then 
Step 10 For each bigram b in Sk,m do 
Step 11 Index b 
Step 12 end 
Step 13 else 
Step 14 ifsk.m is not a stop word then 
Step 15 Index sk.m as a word w ~ D 
Step 16 end 
Step 17 end 
Algorithm A. Word+bigram indexing. 

Algorithm A summarizes the discussion of  using both 
word-based indexing and bigram-based indexing. Note that 
Algorithm A does not index single-character words unless 
the single-character segmented substring is a single 
character and it is not a stop word. To secure better recall 
instead of  precision, Algorithm A can be changed to index 
all single-character words that are not stop words. In this 
case, step 5 of  Algorithm A is modified to: 

if w is not a stop word then, 

and steps 13, 14 and 15 can be deleted. 

3 IR Model Extension 
Two common IR models, weighted Boolean and the vector 
space model, can rank documents according to their 
similarities with the query. We will examine the weighted 
Boolean models based on Fuzzy measures and the one 
based on p-norm measures, as well as the vector space 
models based on the cosine measures. 

3.1 Weights 

To compute the similarity S(q,D) between the query q and 
the document D, both models rely on assigning weights to 
the index terms and the query terms. Typically, the index 
terms are weighted [14] by the term occurrence frequency 
and by the inverse document frequency as in Equation 1 : 

w(t,, Dj ) = t,d x dj  (1) 

where t~j is the occurrence frequency of  term b in document 
Dj and dr is the inverse document frequency of  the term ti. 

In the hybrid term indexing, different types of  term have 
different importance if  they are matched. For instance, an 
index term, which is a long word, is a reliable indicator of  
relevance because it is seldom to match any long sequences 
and this type of  term is likely to be technical terms or 
proper nouns. In addition, since the index term is a word in 
the system dictionary, it was applied in word segmentation, 
instead of  exhaustively extracted using a sliding window. 
Thus, it is more difficult to find a match and hence it is 
more reliable. On the other hand, bigrams were extracted 
exhaustively at specific regions of the text. To reflect their 
relative importance, we assign a scale weight z(t) in 
addition to the weight w(t,,Dfl so that the total weight 
W(ti, D)  becomes Equation 2. 

W(t, ,  Dj ) = z(t  i ) x w(ti, D j )  (2) 

Smaller scale weights are assigned to bigrams compared 
with the weights of  2 character words. Since bigrams are 
more discriminating than single character words, we assign 
a larger scale weight to bigrams. For evaluation, we use the 
scale weight assignment scheme in Table 1. 
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Type Length Scale Weight 

Words > 2 characters 1 

Words = 2 characters 0.6 

Bigram = 2 characters 0.4 

Words = 1 character 0.2 

Table 1 : Scale weight assignment scheme. 

3.2 Boolean Model Extension 

The extension of Boolean models for hybrid term indexing 
occurs when the query term q is not an index term. In this 
case, word segmentation is applied to the query term. If 
any part of  the query term is segmented into single 
character sequences (of length larger than 1), then bigrams 
are extracted. Thus, a single query term can be expanded 
into a set of index terms, which can be words or bigrams. 
For a single query term to be considered to have occurred 
in the document, all the related index terms must also 
appear. Therefore, the single query term is expressed as the 
conjunction of all the related index terms. 

Formally, a single query term can be expressed in Equation 
3, as: 

q :  1-I x (3) 
xeWS(q) 

where/ ' /represents the conjunction and WS(.) returns a set 
of index terms after applying algorithm A to the argument. 

For different Boolean models, the computation of the 
weights for the query term is exactly the same as 
computing a conjunctive query of all the related index 
terms. For the fuzzy model, the similarity F(.,.) between 
the query term q and the document D is defined according 
to Equation 4, as follows: 

F ( q , D j ) =  min  {S(x  D ) }  ( 4 )  
x e W S  ( q )  ~ J 

where as the similarity P(.,.) for conjunction in thep-norm 
model is defined in Equation 5, as follows: 

1 P(q, Dj) (5) 1 Z R(x, 7 
x~WS(q) Z "W(N)P 

x~WS(q) 

where R(.,.) is the normalized weight of W(.,.) in p-norm 
and w(x) is the user weight of the query term x. 

For simplicity, typically, the query term weight w(x) is 
equals to a constant. In this case, the modified similarity 
P'(.,.) of the conjunction in p-norm is simplified to 
Equation (6), as follows: 

I 
P' (q, Dj ) = (6) 

1 ZO-R(x,Z)j))'l; 
x~WS(q) 

card(WS(q)) 

where card(.) return the cardinality value of the set. 

3.3 Vector Space Model  Extension 
In the vector space model, extension is needed when the 
query term is not an index term. Similar to the Boolean 
model, word segmentation is applied to that query term and 
the bigrams are extracted from the single character 
sequences. Since the set of  related index term extracted 
from the query term must all occur, we consider the index 
terms are conjoined together. For simplicity, the 
conjunction is evaluated using the Fuzzy model (i.e. taking 
the minimum of the weights of all the related index terms). 

Formally, the cosine similarity C(.,.) is extended and is 
defined as in Equation 7: 

q ~ o m i n  {w(x)xW(x, Dy)} xelVS(q) 
C(Q, Dj) (7)  

len(Q, Dj )x  I D j  I 

where [DI is the vector length of the document D and the 
vector length of Q is now modified to form Equation 8: 

,en(Q, Di)=~(w(x)21x=argmin{w(y)xW(y, Dj)}] (8) 
q~O \ Y~q 

Note that len(Q,D;) depends on the document Dj since the 
identification of the index term x depends on the particular 
document Dj. 

For simplicity and speed of computation, typically, w(x) is 
set to a constant, which is equals to w(q). Since the ranking 
is not affected by any monotonic scaling, len(Q,D) and the 
weights w(x) can be discarded. In this case, the new cosine 
similarity C'(.,.) can be simplified to Equation 9: 

min q~QX~WS(q) (W(x'Dj)} 
C'(Q, Dj)= (9) 

IOjl 
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4 Evaluation 

We used the PH corpus [15] for evaluation. In total, there 
are 3,480 documents derived from the Xinhua News 
Agency, occupying about 7Mbytes. A subject is asked to 
formulate I 1 (Boolean type) queries (Table 2). To generate 
the queries for the vector space models, we simply 
discarded the Boolean operators in the Boolean queries. To 
measure recall performance, the subject has to read all the 
3,480 documents, which is labour intensive. Instead, after 
query formulation, we randomly sampled 200 documents 
from the 3,480 documents and the subject read all the 200 
documents before (s)he decides whether they are relevant 
or not. Although this sampling method it not as rigorous as 
those using pooling or Monte Carlo [16] methods, we are 
interested in the relative retrieval performance instead of 
the absolute retrieval performance. 

Query No. Query String 

2 ' ~  I- ~-[-~~ 

3 qb:~: or ~B~ 

5 -~B~- or ~ . .  

6 3E¥~l-fi]~ 

7 ~ . ~ : ~  

8 _ ~ - ~  and _~.~.$~ 

9 _ ~ _ ~  or ~ $ U  

lO 2kZ~'~ or The Open University of 
Hong Kong 

11 qbl~] and not : ~  

Table 2: (Boolean) queries for evaluation. 

For this evaluation, we implemented the simplified p-norm 
similarity P'(.,.) for conjunction only and we also 
implemented the simplified cosine measure C'(.,.). Further, 
we have set p = 2 for the p-norm model. The evaluation 
compares the performance of word-based indexing with the 
hybrid term indexing since word-based indexing is 
amongst the best in precision and has good retrieval 
efficiency [17] (i.e. storage overhead and retrieval speed). 

4.1 Recall and Precision Performance 

Table 3 shows the 10-point average recall and precision 
performances of word-based indexing and hybrid term 
indexing, over the 11 queries. For all the different IR 

models, the average precision performances of hybrid 
terms are better (about 2%-9%) than those of word-based 
indexing. However, this is at the expense of the recall 
performance. The weighted Boolean based on p-norm 
measure appears to have little differences in performance 
between word-based and hybrid term indexing but the 
vector space model achieved a larger improvement in 
precision (8%) than in the degradation of recall (2%). The 
weighted Boolean based on Fuzzy measure achieved the 
best precision performance (93%). One reason why the 
precision performance is high is due to the small sample of 
documents since there are not many irrelevant documents 
from a small sample. 

Figure 1 shows the recall and precision curves for the 
different IR models using different word or hybrid term 
indexing schemes. For the vector space model using word- 
based indexing, the precision degrades as the recall 
increase, which is typical of the precision-recall trade-off. 
However, the vector space model using hybrid term 
indexing has a fairly constant precision even for large 
recall values. This shows that the conjunction affects most 
with documents of lower rank. For the higher rank 
documents, the precision of the hybrid term indexing of the 
vector space model is lower (about 8%) than that of the 
word-based indexing. 

IR Model Indexing Average Average 
Recall Precision 

Fuzzy Set Hybrid 42% 93% 

p-norm 

Vector space 

(cosine) 

Word 

Difference 

50% 

-8% 

84% 

9% 

Hybrid 45% 88% 

Word 46% 86% 

Difference - 1% 2% 

Hybrid 55% 77% 

Word 58% 69% 

Difference -3% 8% 

Table 3: Average Recall and Precision Performance for 
Word and Bigram Indexing. The absolute performance is 
not representative since the document collection is small. 
However, the difference in performance is of interest. 
Hence, the Difference row is the performance of the 
Hybrid indexing method minus the corresponding 
performance of the word indexing method. 

For the weighted Boolean model using Fuzzy measure, the 
precision of the hybrid term indexing is consistently higher 
than that of the word-based indexing by about 8% for all 
recall values. Similarly, the weighted Boolean model using 
p-norm measure achieved a better precision with hybrid 
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term indexing than that with word-based indexing, except 
the precision at 10% recall. 

Average Recall-Precision for Hybrid 
I 

Indexing vs Word 
. . . 

Ft.~2y Set (Hyl~Sd) ---it-- p-Nom~ (Hybrid) 
Vector Space ( l "~d)  ~ FLay Set (Word) 

- . x - -  p-Norm (V~rd) ~ Vector Space (Word) 

1.00 

0.90 

Pr ES0 
eci 
sio O70 
n 

0.60 

0.50 

0.40 

Figure 1: Average Precision and Recall for Word and 
Hybrid Term Indexing 

0 10 20 30 40 50 60 70 Full 
Dictionary Size (k) Dict. 

4.2 Dic t iona ry  Size Variation 

Two advantages of the hybrid approach are in reducing the 
storage demand of the bigram and in solving the out-of- 
vocabulary problems. To examine the effect of the different 
dictionary coverage, the hybrid approach is evaluated with 
different dictionary sizes, which are generated by randomly 
sampling words from the full-size dictionary. 

Figure 2 shows the total storage demand using different 
dictionary sizes for both hybrid term and word-based 
indexing. Unlike [9], we showed the storage demand for 
the 200 indexed documents, instead of the 3,480 
documents and the hybrid term indexing has almost no 
difference compared with the use of the full dictionary. 
Similar to [9], as the dictionary size decrease the number of 
storage demand increase. 

Storage vs Dictionary Size 

Storage I ---e--- Word Indexing --=-- Hybrid Term Indexing I 
900000 
600000 
700000 
600000 
500000 
400000 
300000 
200000 
100000 

0 
0 10 20 30 40 50 60 70 Full 

Dict. 
Dictionary Size (k) 

Figure 2: Storage demand of word and hybrid term 
indexing for different dictionary sizes. 

Figure 3 shows the average recall variations with different 
dictionary sizes, for the different IR models. The average 
recall of various IR models using word-based indexing 
increases as the dictionary size increases while the recall 
decreases sharply initially and degrade slightly later, using 
hybrid term indexing. 

Recal l  vs  D ic t ionary  S i z e  

I--~ Fuzzy Set (Hybrid) ~ Fuzzy Set (V~brd) 
Norm Hybrid ---4--- vector :space (Word) [ _..)K~ ~-e~tor ~pace ~.tybrid) - ' l - -  p:-Norm~worO) 

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 

Recall 

Figure 3: Average Recall for different dictionary sizes. 

In Figure 4, the average precision of various IR models 
using word-based indexing decreases as the dictionary size 
increases but the precision increases for IR models using 
hybrid term indexing. The change in recall and precision 
becomes steadier when the dictionary size is over 70,000. 

1.00 
0.95 
0.90 
0.85 

o ¢ 0.80 
"6 0.75 
~. 0.70 

0.65 
0.60 
0.55 
0.50 

0 

P r e c i s i o n  vs Dic t ionary  S i z e  

--.e--- Fuzzy Set (Hybrid) • Fuzzy Set (Word) 
p-Norm {Hybrid) --l--- FT Norrn~Word) 
vector ~pace (Hybrid) • Vector ;::=pace (V~rd) 

10 20 30 40 50 60 70 FuEl 
Dictionary Size (k) Dict. 

Figure 4: Average Precision for different dictionary sizes. 

5 Conclusion and Future Work  

We proposed a hybrid Chinese term indexing strategy: the 
word+bigram approach, for the weight Boolean model and 
the vector space model. This approach combines both the 
use of words in a dictionary and bigrams extracted from the 
documents. The number of bigrams was kept low by 
restricting the bigram extraction to areas in the text where 
word segmentation is likely to have the out-of-vocabulary 
problem. 

In our evaluation, the precision performances of all IR 
models using hybrid term indexing are better than those 
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using word-based indexing. In particular, the weighted 
Boolean model using Fuzzy measure achieved about 8% 
consistently higher than that using word-based indexing 
and this Boolean model achieved the best precision-recall 
performance. However, the use of hybrid-term indexing 
incurs a slightly higher storage overhead than word-based 
indexing. In addition, the recall performance is lower for 
hybrid term indexing than word-based indexing. Since 
Internet search engines typically returns thousands of web 
pages for a single query, a better precision might be more 
desirable for those applications. 

Our future work is to evaluate the use of hybrid term 
indexing with a much larger sample (e.g. the TREC 
Chinese corpus), in order to demonstrate its wider 
applicability. Also, we have not examined how different 
scale weights would affect the retrieval performance. In the 
future, it would be interesting to determine the best or 
optimal (defined in some sense) weights, for instance using 
genetic algorithms. 
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