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ABSTRACT
Remote test settings have become more common due to COVID-
19. Our paper presents two user tests focusing on the usability
and user experience of an augmented reality-based solution, i.e.,
augmented reality system. We describe the proceeding of the tests
from the perspective of what party has participated in the test
in the same location as the test participant, i.e., locally, and what
party remotely. The importance - or unimportance - of physical
presence is contemplated from the perspective of the successfulness
of the test. The physical presence of a person providing technical
support to the test participant during the testing proved vital for
the augmented reality related testing; the location of other test
organisers appears more indifferent in this context.
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• Human-centered computing; • Human computer interac-
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1 INTRODUCTION
Scientific testing or evaluation usually takes place in dedicated facil-
ities such as in a laboratory or in some more or less public (opposed
to private) locations. Information collection is also being done in
other premises. Remote testing is defined as testing in a situation
where the test leader or moderator is separated in space and/or
time from test participants (following loosely the definition by An-
dreasen et al. [1]). The idea of conducting usability testing remotely
emerged already at the early 90’s [2]. The increased number of com-
monly available software for collaborative activities has nowadays
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enabled remote testing in a large scale. Recently, COVID-19 has
forced scientific testing to be done remotely.

Testing can be conducted in various locations. For instance, re-
mote sensory testing has been successfully carried out at assessor’s
home or workplace [3], instead of a laboratory where it is usu-
ally is located. This has required the live online supervision of
the test leader. In the review of Holland et al. [4], it was found
the people with chronic lung disease have conducted an exercise
test successfully with supervision at home or supported by remote
administration.

Remote testing can set requirements to the test participants.
Remote sensory testing proved to be feasible with trained panel-
lists and was suggested to be useful also with consumers [3]. This
probably means that the testing procedure in question was not too
complicated and could be facilitated also via a videoconference or
the like, with limited view of sight and without the possibility to
guide in a hands-on manner.

Test subject may be sensitive by nature. Somewhat surprisingly,
both literature and practice support the usage of telemedicine as-
sessments for patients with cognitive impairment, even if guidance
is lacking [5]. Probably the need for such testing combined with the
availability of appropriate technical devices and the acceptance by
both patients and caregivers have promoted the concept of remote
testing in this context. The main deficiency seems to be the actual
testing palette – the specific norms for remote testing must be set
and the validity of such tests must be assessed.

Testing may include artifacts, which require professional han-
dling. In testing focusing on sensing, samples should be handled
and shipped without any hazard for participant safety and without
biasing effects on the sample itself [3]. In human-robot interaction
(HRI) studies, robot is sometimes controlled remotely. Studying is
challenging if physical proximity between these key parties cannot
be enabled [6].

Testing procedure can also be difficult, hampering remote testing.
All tests of lung functioning are not appropriate to be conducted
at home as not all tests document accurately desaturation with
walking [4]. Consequently, it was recommended in that study that
patients at risk of desaturation should be prioritised for centre-
based testing when possible.

On the other hand, remote testing can provide benefits not ex-
isting during “normal” testing. For instance, conducting consumer
testing remotely, close to the consumer, can be more persuasive for
the test participant candidate as there is then no need to travel to
testing facilities (e.g., [3]).

New guidelines have been called for in remote testing in many
domains, such as education [7] or clinical assessment related to
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cognitive impairment [5]. Appropriate guidelines are easier to pro-
duce after having gathered enough experiences of remote testing.
That way challenges are identified and a way to deal with them can
be invented.

This paper presents two similar usability and user experience
tests with Microsoft HoloLens 2 mixed reality smart glasses, con-
ducted partly remotely and partly as face-to-face, and scrutinises
the appropriateness of the used setting.

Microsoft HoloLens 2 is built for interaction with three-
dimensional (3D) models, a feature needed in both test applications.
The purpose of ESA test [8] was to conduct a preliminary user
review of the first integrated prototype of the developed system.
The motivation for BIMprove test [9] was to acquire first usability
and user experience related opinions and experiences for develop-
ing further the preliminary version of the augmented reality (AR)
system.

ESA (European Space Agency) projects AROGAN (Augmented
Reality-basedOrbit and groundApplicatioNs) and VirWAIT (Virtual
Workplace for AIT& PATraining andOperations Support) provided
an opportunity to develop a mixed-reality system for assembly,
integration, testing, and verification activities in the space [10].

In the EU project BIMprove (Improving Building Information
Modelling by Realtime Tracing of Construction Processes) [11],
we developed an augmented reality (AR) system to be used in the
building trade by various professionals in the field [9].

After the background presented in ‘Introduction’, we describe
the methods for testing in the AR context in ‘Methods’. In ‘Appropri-
ateness of research methods’ we go through the appropriateness of
the methods, from the perspective of remote vs physically present
testing. In ‘Discussion’, we contemplate the results as such and
from the perspective of the related scientific literature. Finally, we
draw conclusions in the last section ‘Conclusions’.

2 METHODS
We performed testing mainly remotely in two separate projects
but in a similar manner. The methods of thinking aloud, observa-
tion, questionnaire and interview were used for studying usability
and user experience pertaining to an AR solution (see BIMprove
study [9] for a detailed description of the used methods). Testing
was preliminary by nature, to remove the most obvious usability
flaws before the actual testing with end users. In ESA study [8],
instructions to be presented to astronauts in space, shown in AR,
were tested. The instructions on how to proceed with different
tasks in space were delivered to the test participant (“astronaut”)
using augmented reality, so no oral instructions were needed in the
testing. In BIMprove study [9], digital twin of an imagery building
information model (BIM), shown in AR, was tested, to be used by
various professionals in the construction phase. Thus, in BIMprove
test, guidance on what to do next was necessary. Testing session
consisted of separate tasks to conduct with the model in augmented
reality.

The term ‘technical expert’, used in ESA study [8], is here re-
placed with ‘test instructor’, because it includes both the technical
support during the testing session, realised in both studies, and
the guidance in the testing session and expert involvement in the

post-test interview, the two latter activities pertaining to BIMprove
study only.

2.1 Test participants
There were 2 test participants in ESA test and 4 in BIMprove test.
In ESA, the test participants were ESA experts, and one of them
was familiar with the application beforehand. In BIMprove, the
test participants were researchers from various fields. One had
supported the development of the AR application without seeing
it and was highly familiar with the HMD (head-mounted display)
device; one was not familiar with the application but highly familiar
with the HMD device; and other participants were not familiar with
the application nor with the HMD device.

2.2 Test organisers
In addition to the test participants, also other roles were needed
in the test. They are coined here as test organisers. The test leader
dictated when and how to proceed during the testing session and
conducted the test interview. The role of the test instructor was
to act as technical support, aiding the test participant in using the
AR system and, additionally in BIMprove test, informing the test
participant about the next task. The test assistant wrote down the
verbal expressions of the test participant during the testing session
(thinking aloud) and the responses to interview questions.

2.3 Proceeding of the test
Testing proceeded similarly in both tests. The only difference is
in the way the test is executed, explained in the list below (in
point 4). The test was performed separately to each participant.
The whole testing session (points 2-5 in the following list) was
audible and visible also to the test organisers not physically present
in the test room (the test leader and the test assistant), through
a videoconference. In the following, the test is described in more
detail (Figure 1).

• Before the test, we sent a usability questionnaire (System
Usability Scale, SUS) to the test participants by e-mail.

• The actual test session starts. The test leader introduces the
agenda, test goals and methods to the test participant in
the test room, utilising videoconference. The test assistant
is also present in the videoconference but with a muted
microphone. The test instructor is physically present with
the test participant in the test room.

• Test leader shows a video about how to use the AR appli-
cation through a videoconference. The test assistant is also
present in the videoconference with a muted microphone.
The test instructor has no role at this point.

• The test is executed. The test participant expresses verbally
his/her thoughts and experiences during the testing of the
system (the think-aloud method). The behaviour of the test
participant is mediated to the test leader and the test assistant
by a videoconference. The task of leading the test is divided
between the test leader and the test instructor. The test leader
prompts the test participant to think aloud when it seems
to be forgotten. The test instructor helps the participant in
using the AR system when needed. The test assistant writes
down the test participant’s verbal expressions. Additionally,



Remote Testing of an Augmented Reality System ECCE 2022, October 04–07, 2022, Kaiserslautern, Germany

Figure 1: Overview of our hybrid test setting. The roles participating in the testing are indicated in the left and the test phase
is written upmost in each column. Greenmeans presence in the test facilities, pertaining practically to the test participant and
the test instructor only, blue means telepresence (videoconference), valid for the test leader and the test assistant throughout
the testing, and grey means that the location is indifferent from the perspective of the test methodology, pertaining to the test
preparation andwhenever the role has no task in the phase in question. Key roles in each phase, from the research perspective,
are indicated with an outline (yellow).

in BIMprove test [9], the test instructor, physically present
in the same room with the test participant, informs the test
participant about the next task with the AR application, one
task at a time.

• The test participant fills in the usability questionnaire (SUS)
after the test.

• The test leader interviews about usability and user experi-
ence using a videoconference. The test assistant, also present
online, writes the responses down and asks additional ques-
tions as needed. The test instructor, hearing the interview,
clarifies technical matters related to the interview questions
and answers when needed.

3 DISCUSSION
We have conducted two studies pertaining to usability and user
experience of augmented reality-based solutions; (1) instruction,
to be used by astronauts in space [8], and (2) an editable digital
twin of a building information model to be used by construction
professionals [9]. In this paper, we contemplate the efficiency of
remote testing vs testing with physical presence in these tests. We
classify the testing as remote in these studies as the test lead was
physically separated from the test participant. The setting can also
be called as remote moderated [12] or human-moderated remote
user testing [13] as irrespective of physical separation, the test
lead and the test participant communicated directly during the test.
However, as the test instructor co-located with the test participant,
the setting can also be coined as hybrid.

In both tests, relevant and interesting results were obtained,
supporting the further development of AR solutions (see the related
publications [8], [9]). Next, the effect of the location - remote or
face-to-face - is contemplated, method by method.

Questionnaire related activities – sending/receiving, filling in,
sending back – are not location sensitive.

When testing the AR solution, the location of the test leader
and the test assistant appeared relatively indifferent but technical
support was needed for using the AR system. The technology-
clarifying comments by the test instructor facilitated the interview,
ensuring that incorrect assumptions were rectified and unclear
matters clarified. Perhaps the presence of the test instructor also
provided the needed human closeness. Also, the sharing of the
main interview results in a videoconference possibly added the
trustworthiness of the test for the test participant.

All in all, hybrid test setting was proved appropriate in these
studies, key elements being the physical presence of the test in-
structor providing technical support during the test, the relative
indifference of physical location pertaining to other testing organ-
isers, and the possibility to share main results during the interview
through videoconference.

Regarding usability testing, already in 1994 Hammontree et al.
[2] suggested technology for remote testing. Since then, supporting
means such as protocols (e.g., [13]), accessibility (e.g., [14]), and
tools ([12], [15], [16]) for remote testing have been contemplated
and tested. As methodological tools are being continuously devel-
oped and because the benefits of remote testing have become more
familiar to researchers, it is possible that remote and hybrid testing
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will become even more common, also after COVID. In literature,
hybrid testing is referred to in rather complex test settings (e.g.,
[17], [18]). Seems to be that the concept is not used in cognitive
ergonomics, even if that kind of testing would have been conducted.
Perhaps hybrid tests are categorised as belonging to remote testing,
such as when performing consumer testing close to the consumer
[3]. It can also be that such studies are seldom performed or pub-
lished.

There is no general advantage of one setting over another [19]
so researchers need to be able to make informed decisions among
the possible options. Based on literature, the successfulness of dif-
ferent test settings seems to be mainly evaluated by the number
and quality of results (as well as the time the testing requires, if
appropriate) (e.g., [1], [20], [21], [22]) like in our paper.

4 CONCLUSIONS
The combination of a face-to-face and remote test setting proved
to be successful for our AR related studies [[8],[9]. The importance
of having a technical expert physically present and in an active
role, when demanding technology is used in testing, was identified.
The location of other test organisers did not appear as important in
our case. Videoconferencing provided valuable means to manage
testing and share main interview results online.

Cognitive-ergonomics-based literature seems to emphasise only
the existence of the remote and face-to-face settings. Our results
show that a more fine-tuned, hybrid approach can be fruitful when
designing a test.

The results would have been more convincing if a comparison
test had been conducted, for instance, with a completely remote or
complete onsite setting. Also, the appropriateness of the methods
should be systematically assessed instead of partly concluding it,
as was performed in this study. This kind of study remains to be
done in the future.
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