
A FAMILY ()F TEST MATRICES 

A family of test  matrices with the following properties is de- 
scribed here: (a) an explicit inverse is given; (b) the characteristic 
polynomial is easily obtained; (c) a large measure of control over 
the eigenvalues is possible; (d) in special cases the eigenvalues 
and eigenvectors can be given explicitly, and the P-condit ion 
number can be arbigrarily assigned. 

Consider a matrix of the form 

where S is a scalar, R is a row-matrix {r2, r 3 , - . ' , r ~ } ,  
C is a column-matrix {c~, c3, . - .  , c~} r and D :is a diagonal matrix 
with elements d2, ds ,  . . .  , d , .  By use of the bordering method 
[1] the inverse is found to be 

C' M' ' 

where each submatrix of Q-~ has the same form as the correspond- 
ing submatrix of Q, except tha t  M'  is generally not  diagonal. Let- 
t ing the subscripts of R',  C', M'  run from 2 to n, we find tha t  

S'  = 1 S -- ri ei/di , c / =  - S ' c ~ / d i ,  ri' = - S ' r i / d i ,  

M ~  = [~ij -- ci r / l /d~ , 

where ~o' is the Kronecker delta. The inversion can be performed 
in 2(n - 1)(n -~- 2) + 1 long operations; it  might be possible to 
improve this figure with some ingenuity. 

The eigenvalue problem. Let h be an eigenvalue of Q, and let 
= {1, x2 , . . .  , x~} T be the associated eigenvector. This leads 

to the following set of n equations: 

S + :~ rixi = ~, c~ + d~x~ = Xxi . (i ~ 2) 
~z 

On eliminating the xi we obtain 

(1) S + 2~ r l c# (~  -- dt) -- k =~0. 
2 

If we write II(X) = II~ (~ -- di), Hi (~) = II(X)/(h -- di), then 
on clearing the fractions in (1) we obtain 

n 
(2) ( x -  S)II(X) - ~ r~e~Ui (x) = 0. 

This is the characterist ic equation. The following s ta tements  can 
be made concerning the eigenvalues. 

(a) If all ricl > 0 and all d~ are distinct,  then all the eigenvalues 
are real and are separated by the d~. 

(b) If all di are equal to d, then there are n - 2 eigenvalues 
equal to d; the remaining two are zeros of the quadratic function 
h 2 (S + d)k + -- 2~ r ic i .  These zeros are real if, and only 
if, (S - d) ~ + 42~r,:ci => O. 

(c) If all di are equal to d, then the eigenvectors associated 
with the multiple eigenvalue d have zero as their  first component,  
and they  are orthogonal to the vector {0, r2, • .. , r~}. Eigenvectors 
corresponding to the other two eigenvalues are {X~ -- d, c~, . . .  , 
e,}, where Xv is a zero of the quadratic given in (b). 

PaOOF of (a). Let H(X) denote the left side of (1), and let 
t ! {d/} denote a reordering of the {dd so tha t  di < di+l • We note 

tha t  H(~) is contimmus in any interval which does not enclose any 
of the &', and tha t  for sufficiently small ~, H ( d i '  4- e) > 0 and 
H(d~+~ -- e) < 0. l~l:enee there is a zero of H(X) between each con- 
secutive pair of the {d/}; moreover since H ( - ~ o )  > 0 

and H ( ~  ) < 0, there are two more real zeros of H(h) outside the 
interval (d2', d J ) .  

PROOF of (b). If all the di are equal to d, then  II(X) = 
( k -  d) =-1 and H i ( x ) =  ( ~ -  d) ~-2. The characteristic equation 
(2) then reduces to (k -- d ) ~ - 2 [ ( k -  S ) ( X -  d) -- Z~ric~] = O. 
The discriminant of the quadratic factor is (S  - d)  2 -F 4Zrlc~. 
Statement  (c) may be directly verified. 

The P-condi t ion number, i.e. the largest absolute ratio of two 
eigenvalues [2], can most conveniently be assigned by let t ing 
di = d; then,  using s ta tement  (b), we can choose S and Zricl in 
such a way as to assign any desired zeros to the quadratic;  hence 
any desired maximum ratio of eigenvalue magnitudes may be 
procured. 

Remarks .  If the inverse matrices are included along with the 
original family, then  we have freedom within the family to specify 
sparse, nonsparse, symmetric,  nonsymmetric ,  well- or ill-condi- 
t ioned matrices;  furthermore we can require tha t  the eigenvalues 
shall be all real or mixed real and complex. This should provide 
sufficient versat i l i ty  for most test  purposes. 
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A CLASS OF MATRICES TO TEST 
INVERSION PROCEDURES 

The tes t  matrices given by 1VI. L. Pei [Comm. A C M  5, 10 (Oct. 
1962), 508] and R. D. Rodman [Comm. A C M  6, 9 (Sept. 1963, 515] 
are special cases of a general class of matrices with complex ele- 
ments  for which an explicit form of the inverse can be exhibited. 
This class of matrices is such tha t  eigenvalues and a set of asso- 
ciated eigenvectors can also be obtained. Then not  only inverses, 
but  also eigenvalues of the Pei matrix given by W. S. Lasor 
[Comm. A C M  6, 3 (1V~ar. 1963), 102] and eigenvectors given by A. 
R. C. Newberry [Comm. A C M  6, 9 (Sept. 1963), 515], and eigen- 
values of the Rodman matrix follow as special cases. 

For  the general case we let B be any matrix with complex ele- 
ments,  and let k be any real number,  k ~ - 1 .  Then the inverse 
of the matrix I + kB+B,  where B + is the Moore-Penrose general- 
ized inverse of B, can be wri t ten as 

( I  + kB+B) -1 = I -- ~ 1  B+B" 

Now if B is restr icted to matrices with orthonormal rows, B + = B*, 
and we have 

+ k B * B ) - '  = I - ~ I B * B  (i 

which provides a class of matrices to use in test ing inversion pro- 
cedures. Moreover,  since 

( I W k B * B ) B *  = (1 + k )B*  

and 

(I  + k B * B ) ( I  -- B ' B )  = I -- B ' B ,  
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