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#### Abstract

Fortran programs for locating numerical instabilities in algebraic processes are given. They easily diagnose known instabilities in certain versions of the QR algorithm and the Gram-Schmidt method.

To analyze a given numerical algorithm we proceed as follows. A number which measures the effect of roundoff error is assigned to each set of data. "Hill-climbing" procedures are then applied to search for values large enough to signal instability.
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## 1. INTRODUCTION

Among the dangers faced by the designer of mathematical software is the specter of a product which is numerically unstable. The major weapons currently at the designer's disposal are (i) testing the product upon sets of data for which a solution can be found by alternative means and (ii) formal roundoff analysis. Each of these has a defect. The first is sometimes insufficient, and the second requires an expenditure of effort that cannot always be afforded.

There is convincing evidence that weapons (i) and (ii) need to be augmented where possible. A square-root-free QR algorithm for computing the eigenvalues of a symmetric tridiagonal matrix was published by Ortega and Kaiser [17] in 1963. The algorithm appears (in slightly modified form) in Wilkinson's treatise The Algebraic Eigenvalue Problem [25, p. 567], surely a definitive work on rounding errors. An Algol 60 version was published in the Communications of the ACM [4]. Apparently the algorithm was subjected to extensive testing.

However, it is numerically unstable [9, 23]. The error, once committed, propagates persistently. The algorithm is advocated by more than one numerical analysis text published since the announcement of its instability. It is impossible to judge the cost of the oversight.

Perhaps the most unfortunate aspect of this lapse is the ease with which it could have been avoided. Discovery of the instability is almost automatic given (1) an

[^0]appropriate general approach to rounding errors, (2) a few simple Fortran programs, (3) a minimal understanding of the eigenvalue problem, (4) a statement of the Ortega-Kaiser algorithm, and (5) a few hours of rather routine work.

The goal of this paper is to supply ingredients (1) and (2) (all five are combined in Section 8). The basic idea is to use the computer to search for a set of data for which rounding errors cause a given numerical method to produce inaccurate results. First, a number $\rho(\mathbf{d})$ is assigned to each set $\mathbf{d}$ of data in such a way that large values of $\rho$ correspond to $\mathbf{d}$ for which the effect of rounding error is excessive. In addition, the function $\rho$ should be "smooth" and "easy to evaluate." The second step is to apply a numerical "hill-climbing" routine to $\rho$.

Proper understanding of this technique requires the realization that a number of idealizations and concessions have been made. In Section 2 we will lay this groundwork. The basic approach is outlined in Sections 3 and 4, with actual programs given in Section 5 . Sections 7 through 10 contain case studies designed to illustrate the scope of these methods. The reader interested in more rigorous justification of our techniques is invited to consult Miller [13, 15].

## 2. THE GOAL; THE PRICE

Some of the most striking successes in the field of roundoff analysis have come in the understanding of error propagation in algebraic processes such as Gaussian elimination, orthonormalization, and the QR algorithm (see Wilkinson [24-26]). Such analyses are typically very tedious, though not conceptually difficult. This suggests that the computer be employed to do at least part of the work.

To delineate the current status of automatic roundoff analysis we need to draw the distinction between local and global techniques. We do this to make explicit a major difference between our approach, which is "global," and previous efforts, virtually all of which are "local."

By local computer error analysis we mean use of the computer to bound (or to estimate) the error incurred in a single computation. The basic idea is to use special systems of computer arithmetic (e.g. interval arithmetic [16] or unnormalized arithmetic) to monitor the error in each computed value. In general these schemes are designed to provide the user with information about the total error (including, for example, the effects of data uncertainty) in his results.

By global roundoff analysis we mean the determination of how rounding error propagates in a given numerical method for many or all permissible sets of data. Perhaps the best known fact of this type is Wilkinson's result that, roughly, the computed solution of the $n \times n$ system of linear equations $A x=b$ found by Gaussian elimination with row interchanges satisfies $(A+\delta A) x=b$, where $\|\delta A\| \leq$ $u \cdot f(n) \cdot\|A\|$. Here $\|\cdot\|$ is a certain matrix norm, $f$ is a specified function of $n$, and $u$ is a bound on the local rounding error (for more details see Stewart [21, pp. 148-159]). These analyses are generally performed only once for a given algorithm and they are usually not intended to provide the user with realistic information about the error in his results. Furthermore, rounding errors are often treated separately (however, see Case Study IV, Section 10). In fact, to get meaningful results it may be necessary to compensate for inherent sensitivity to data error (see Stewart [21, pp. 69-80]).

Only very recently have attempts been made to find nontrivial uses for the computer in global roundoff analyses. Preliminary work has been done on the use of theorem-proving techniques (Hull et al. [8]), symbol-manipulation programs (Kahan [10], Stoutemyer [22]), and certain ad hoc methods (Miller [11, 12]). The motivation for these attempts resembles that for automatic program verification (Elspas [5]) more than it resembles the motivation for interval arithmetic.

The goal of this paper is to explain a computer technique for global roundoff analysis which is of definite practical value. We have no intention of trying to automate analyses as precise as, say, those depending on the idiosyncrasies of a particular machine. Nor shall we consider numerical methods for processes from real analysis, like differential equations. Rather, we will take aim at roundoff analyses for "algebraic processes." Our techniques can successfully analyze algorithms from areas other than linear algebra (see Brent [3] and Case Study IV, Section 10), but the exact domain must be left imprecise since we are far from a complete understanding of the range of applicability of these methods.

Even the limited goal of automating roundoff analyses of algebraic processes seems impossible. Further concessions must be made. For this paper we make the following sacrifices.
(1) Our methods are diagnostic and not prescriptive. The most they can do is to locate numerical instability. No hint is given for correcting the problem.
(2) No attempt is made to deal with an arbitrary numerical algorithm complete with looping and branching. Instead, small dimensions are fixed to limit the program to approximately 100 (or fewer) arithmetic operations. Furthermore, possible paths through any comparisons are treated separately.
(3) We consider only "worst case" results, never statements about (i) the "probable" error for a fixed set of data or (ii) about the error for an "average" set of data. For algorithms of the type we are considering there are important probabilistic statements of the second kind, like Wilkinson's assertion (e.g. [24, 105107]) that the computed solution of triangular equations usually has small relative error (even given the worst possible combination of rounding errors). Wilkinson draws many interesting conclusions from this fact. On the other hand, probabilistic statements of the first type (see [24, pp. 25-26]) are of less interest when analyzing programs with only, say, 100 operations.
(4) A "heuristic" approach is used instead of seeking a method which always produces full information. Thus the technique advocated here will sometimes yield misleading results (see Example 2, Section 4, and Case Study I, Section 7).

Limited experimentation indicates that in spite of concession (4) we can get surprisingly accurate information at a small cost. The first three sacrifices seem to be more important. For example, consider the following informal statements (for more details see Stewart [21, pp. 148-159]).
(i) Without any form of pivoting, Gaussian elimination is unstable.
(ii) With partial pivoting, the effect of rounding error can grow exponentially with the dimension $n$. With complete pivoting it is bounded by a small polynomial $p(n)$.
(iii) The possible exponential growth with partial pivoting is extremely unlikely.

Our techniques are designed to verify statements like (i). For (ii) they are of doubtful value, and for (iii) they are probably worthless.

There is yet another concession to be made, namely, that we will use an idealized model of machine arithmetic. First we make the standard simplifications of ignoring overflow and underflow and of using only one of the properties of rounding error, i.e. a uniform bound (3.0) on the local error. Second is the (not so standard) idealization of considering only the first order effects of errors (i.e. we use derivatives). By considering bogus rounding errors we open the door for pessimistic results; by neglecting products of rounding errors we introduce a tendency for optimistic results and rule out the possibility of showing, for example, that a computation "loses half of the significant digits."

## 3. ROUNDING ERRORS AND OTHER PERTURBATIONS

We now consider ways of defining a number $\rho(\mathbf{d})$ which measures the maximum effect of rounding errors upon the computation by a fixed algorithm with data $\mathbf{d}$. The specific results of this paper concern the sensitivity of a single number $R(\mathbf{d}, \boldsymbol{\delta})$ to rounding errors $\boldsymbol{\delta}$. The more general case of vector-valued $R(\mathbf{d}, \boldsymbol{\delta})$ is considered in Miller [13, 15].

The functions $R(\mathbf{d}, \boldsymbol{\delta})$ arise as follows. Consider a fixed sequence of $m$ binary operations,,,$+- \times$, or $/$, applied to a set $\mathbf{d}=\left(d_{1}, \ldots, d_{n}\right)$ of data (we will later allow the unary operation $\sqrt{ }$ ). A relative rounding error of $\delta$, is associated with the $j$ th operation. Hence the computed value of any intermediate result $V$ is a function $V(\mathbf{d}, \boldsymbol{\delta}), \boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{m}\right)$.

For example, let $\mathbf{d}=(a, b)$ and consider the algorithm

$$
\begin{aligned}
& X \leftarrow a \times b \\
& Y \leftarrow X+b \\
& Z \leftarrow a \times Y
\end{aligned}
$$

We have

$$
\begin{aligned}
& X(\mathbf{d}, \boldsymbol{\delta})=a b\left(1+\delta_{1}\right) \\
& Y(\mathbf{d}, \boldsymbol{\delta})=\left[a b\left(1+\delta_{1}\right)+b\right]\left(1+\delta_{2}\right) \\
& Z(\mathbf{d}, \boldsymbol{\delta})=\left\{a\left[a b\left(1+\delta_{1}\right)+b\right]\left(1+\delta_{2}\right)\right\}\left(1+\delta_{3}\right)
\end{aligned}
$$

Thus the rounding errors enter in the manner of floating-point arithmetic with a guard digit (see Wilkinson [24, pp. 7-11]). Other modes, for example, no guard digit or fixed-point arithmetic, can be handled with slight modifications.

Often the choice $R(\mathbf{d}, \boldsymbol{\delta})=V_{m}(\mathbf{d}, \boldsymbol{\delta})=$ "the last computed value" is made (for example, see Case Study I, Section 7). More generally we will take $R(\mathbf{d}, \boldsymbol{\delta})$ to be some function of $\mathbf{d}$ and of the $m$ computed intermediate values $V_{\rho}(\mathbf{d}, \boldsymbol{\delta})$.

Intuitively, our only constraint upon $\delta$ is that the $\delta$, are uniformly bounded by some miniscule constant $u$. Using the uniform norm $|\boldsymbol{\delta}|=\max _{1 \leq \jmath \leq m}\left|\delta_{j}\right|$ we can express this requirement as

$$
\begin{equation*}
|\delta| \leq u \quad \text { where } u>0 \text { is fixed } \tag{3.0}
\end{equation*}
$$

Our interest often centers on the problem of determining the maximum sensitivity of $R(\mathbf{d}, \boldsymbol{\delta})$ to the errors $\boldsymbol{\delta}$. The number

$$
\begin{equation*}
\sigma(\mathbf{d})=\sum_{j=1}^{m}\left|\left(\partial R / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})\right| \tag{3.1}
\end{equation*}
$$
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measures this sensitivity in the sense that we have the approximate bound

$$
\begin{equation*}
|R(\mathbf{d}, \boldsymbol{\delta})-R(\mathbf{d}, \mathbf{0})| \lesssim \sigma(d) \cdot u \tag{3.2}
\end{equation*}
$$

whenever $|\boldsymbol{\delta}| \leq u$. Notice that (3.2) is merely a natural generalization of the single-variable approximation, $|r(h)-r(0)| \lesssim\left|r^{\prime}(0)\right| \cdot u$, whenever $|h| \leq u$. Intuitively, $\sigma$ is roughly the maximum factor by which the error in the computed value of $R(\mathbf{d})=R(\mathbf{d}, \mathbf{0})$ can exceed the roundoff level $u$.

More formally we have the following easy result, whose proof we omit.
Proposition 1. Let $\mathbf{d}$ be such that $R(\mathbf{d}, \boldsymbol{\delta})$ is a differentiable function of $\boldsymbol{\delta}$ at $\boldsymbol{\delta}=\mathbf{0}$. Then $\sigma(\mathbf{d})=\lim _{u \rightarrow 0+} \sigma(\mathbf{d}, u)$, where $\sigma(\mathbf{d}, u)=u^{-1} \cdot \sup _{|\dot{ }| \leq u}|R(\mathbf{d}, \mathbf{\delta})-R(\mathbf{d}, \mathbf{0})|$.

Notice in Proposition 1 that $|R(\mathbf{d}, \boldsymbol{\delta})-R(\mathbf{d}, \mathbf{0})| \leq \sigma(\mathbf{d}, u) \cdot u$ holds exactly. We work with $\sigma(\mathbf{d})$ instead of $\sigma(\mathbf{d}, u)$ since the latter is harder to evaluate and has a "machine dependent" flavor.

It is often the case that for certain sets $\mathbf{d}$ of data we have reason to expect $\sigma(\mathbf{d})$ to be large even for "stable" algorithms. These d which are inherently hypersensitive to small errors are called ill-conditioned (with respect to $R$ ). We can often determine a reasonable "condition number" $K(\mathbf{d})>0$ which measures the extent of this ill-condition: $\mathbf{d}$ is ill-conditioned if $K(\mathbf{d})$ is large, well-conditioned if $K(\mathbf{d})$ is small.

We then define

$$
\begin{equation*}
\rho(\mathbf{d})=\sigma(\mathbf{d}) / K(\mathbf{d})=\left(\sum_{j=1}^{m}\left|\left(\partial R / \partial \delta_{\rho}\right)(\mathbf{d}, \mathbf{0})\right|\right) / K(\mathbf{d}) . \tag{3.3}
\end{equation*}
$$

Then we have the approximate bound

$$
\begin{equation*}
|R(\mathbf{d}, \mathbf{\delta})-R(\mathbf{d}, \mathbf{0})| \lesssim \rho(d) \cdot K(\mathbf{d}) \cdot u \tag{3.4}
\end{equation*}
$$

whenever $|\boldsymbol{\delta}| \leq u$. Intuitively, if $\rho(\mathbf{d})$ is always of moderate size, then the effect of rounding errors is never much worse than can be explained by ill-condition.

One "condition number" which is often useful measures the sensitivity of the "exact value" $R(\mathbf{d})=R(\mathbf{d}, \mathbf{0})$ to rounding errors in the data $\mathbf{d}$. It is easily seen that the largest possible effect of changing $d_{2}$ to $d_{2}{ }^{1}=d_{i}\left(1+\pi_{i}\right)$, where $\left|\pi_{i}\right| \leq u$ for $i=1,2, \ldots, n$, is $\left|R\left(\mathbf{d}^{1}, \mathbf{0}\right)-R(\mathbf{d}, \mathbf{0})\right| \approx u \cdot \sum_{i=1}^{n}\left|d_{i} \cdot\left(\partial R / \partial d_{i}\right)(\mathbf{d}, \mathbf{0})\right|, \quad$ a natural generalization of the single variable approximation $|r(x \cdot(1+\pi))-r(x)| \approx$ $|\pi| \cdot\left|x \cdot r^{\prime}(x)\right|$. Using $K(\mathbf{d})=\sum_{i=1}^{n}\left|d_{i} \cdot\left(\partial R / \partial d_{i}\right)(\mathbf{d}, \mathbf{0})\right|$ in (3.3) we have the intuitive interpretation that for

$$
\begin{equation*}
\rho=\rho(\mathbf{d})=\sum_{j=1}^{m}\left|\left(\partial R / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})\right| / \sum_{i=1}^{n}\left|d_{i} \cdot\left(\partial R / \partial d_{\imath}\right)(\mathbf{d}, \mathbf{0})\right| \tag{3.5}
\end{equation*}
$$

the effect of rounding error at $\mathbf{d}$ is at most $\rho$ times worse than the possible effect of merely rounding the data. (For a formal interpretation see [15, theorem 2.1]). Functionals $\rho$ of the form (3.5) are employed in Sections 4 and 7.

## 4. SOME SIMPLE EXAMPLES

To illustrate the notation of Section 3 we will consider three elementary examples of functionals

$$
\begin{equation*}
\rho(\mathbf{d})=\sum_{\jmath=1}^{m}\left|\left(\partial R / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})\right| / \sum_{\imath=1}^{n}\left|d_{\imath} \cdot\left(\partial R / \partial d_{\imath}\right)(\mathbf{d}, \mathbf{0})\right| . \tag{4.1}
\end{equation*}
$$

ACM Transactions on Mathematical Software, Vol. 1, No. 2, June 1975.

In each case $n=1$ (i.e. the program has a single input) and $R(d, \boldsymbol{\delta})=V_{m}(d, \boldsymbol{\delta})$ (i.e. we consider the effect of rounding errors upon the final computed value).

Example 1 (see Figure 1). For

$$
x \leftarrow d \times d, \quad y \leftarrow d+x, \quad z \leftarrow y-x,
$$

we have

$$
R(d, \mathbf{0})=d, \quad R(d, \boldsymbol{\delta})=\left\{\left[d+d^{2}\left(1+\delta_{1}\right)\right]\left(1+\delta_{2}\right)-d^{2}\left(1+\delta_{1}\right)\right\}\left(1+\delta_{3}\right)
$$ and using (4.1),

$$
\rho(d)=\left(\left|d+d^{2}\right|+|d|\right) /|d|
$$

When $\rho(d)$ is very large we run the risk that roundoff in $R(d, \boldsymbol{\delta})$ will yield a much poorer result than can be explained by the sensitivity of $R$ to small variations in $d$. Hence we seek those values of $d$ for which $\rho(d)$ is huge.

Clearly, hill-climbing techniques applied to $\rho(d)$ anywhere except at $d=-1$ or $d=0$ will reveal that the given process is numerically unstable for $d$ of large magnitude.

Example 2 (see Figure 2). For

$$
x \leftarrow d \times d, \quad y \leftarrow d+x, \quad z \leftarrow y-d
$$

we find

$$
\rho(d)=\left(2 d^{2}+\left|d+d^{2}\right|\right) / 2 d^{2}
$$

Hill-climbing started at $d<-1$ gives the mistaken appearance that $\rho$ is bounded by $\frac{3}{2}$. From $d>-1, d \neq 0$, one finds the numerical instability around $d=0$.


Fig. 1


Fig. 2


Fig. 3
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Example 3 (see Figure 3). For

$$
v \leftarrow d \times d, \quad w \leftarrow d+v, \quad x \leftarrow d \times v, \quad y \leftarrow w+x, \quad z \leftarrow y-v,
$$

we find

$$
\rho(d)=\left(2\left|d^{3}\right|+\left|d+d^{2}\right|+\left|d+d^{2}+d^{3}\right|+\left|d+d^{3}\right|\right) /\left|d+3 d^{3}\right|
$$

From $d>-1, d \neq 0$, one converges to the actual bound of just under 3.2 for $\rho$. Beginning at $d<-1$, hill-climbing does not pass $\frac{4}{3}$.

## 5. THE PROGRȦMS

Listing 1 shows the following three Fortran routines to aid roundoff analyses of the type described above:
(1) a calling program which performs input and output duties;
(2) a primitive numerical maximizer called UP;
(3) a subroutine ROUND which generates each value computed by a given straight-line program and which simultaneously computes the partial derivatives of the value with respect to the given set of data and to the rounding errors.

These programs are to be used in conjunction with a user-supplied subroutine called USER, which performs the actual evaluation of $\rho(d)$. In the case studies we give examples of USER subroutines and of typical sets of data.

## 6. SOME COMMENTS ON THE PROGRAMS

Our experience with these programs suggests that computer costs are often negligible (see Sections 7 through 10). The programs reflect the decision to consider portability, modifiability, and simplicity over efficiency. In cases where efficiency is a dominant criterion, for instance, if a straight-line program with hundreds of instructions is to be tested, two changes immediately suggest themselves.
(1) A machine language subroutine could replace ROUND for the evaluation of partial derivatives. In fact, one can easily imagine a "precompiler" which accepts, say, a Fortran-like specification of the algorithm (perhaps written with DO-loops) and which produces such a subroutine.
(2) More sophisticated maximization techniques could be employed. However, this modification is not as natural as it may seem. For our purposes the performance near finite local maxima is relatively unimportant. It is the ability to locate singularities that really counts. The usual efficient maximization routines often perform very poorly in this respect.

Modifiability of the maximization routine is especially important. For instance, one might want to test an algorithm which uses conditional branching. It is quite easy to modify our subroutine UP so that the search is limited to $\mathbf{d}$ for which, say, the tenth computed value is positive. In extreme cases stability of the algorithm is needed only on a domain so restricted that the maximizer can be removed and a few representative samples of $\rho$ taken (see Case Study IV, Section 10).

Other modifications are also useful. Perhaps most natural are changes which allow analysis of straight-line programs involving operations other than,+- , $X, /$, and $\sqrt{ }$. It is easy to accommodate unary minus, unary inverse, trigonometric ACM Transactions on Mathematical Software, Vol. 1, No. 2, June 1975.

## LISTING 1

```
        COMMON VALUE(100),DELTAX(100,20),DELTAE(100,100), [(20)
        1,RHO,STOPX,NLOP(100),NOPER(100),NRCP(100), NOP,NDIN
        COUBLE PRECISION VALUE,DELTAX,DELTAE,D,FHC,STOFX,EIG
C THIS MAIN PROGRAM PERFORMS INPUT/OUTPUT FLNCTICNS (ERRCR
C MESSAGES MAY ALSO BE GENERATED BY THE SUBRCUTIAE RCUNC).
cthe following are reac.
    NOP - THE NUMBER OF OPERATICNS IN THE STRAIGFT-LINE
        PROGRAM TO BE ANALYZED. 1.LE.NCP.LE.100.
    NLOP(I) - THE LEFT OPERAND IN THE I-TH IASTRLCTICN. THE
        constant l Is encoded as o, the k-th entry cF the cata
        AS K, AND THE J-TH COMPUTED VALUE AS J+100.
    NOPER(I) - THE OPERATOR IN THE I-TH INSTRUCTICN. +,-,*,
        / AND SORT ARE ENCODED AS 1,2,3,4 ANC 5, RESPECTIVELY.
    NROP(II - THE RIGHT OPERAND IN THE I-TH IASTRUCTION,
        ENCCDED LIKE NLOP. FCR SQRT USE NRCP(I) = 0.
    NDIM - THE NUMBER OF DATA ENTRIES. I.LE.NDIN.LE.2O.
    O(I) - THE I-TH ENTRY IN THE INITIAL SET CF CATA.
    STOPX - EXECUTION STOPS IF RHC ATTAINS THIS VAlUE.
    ITMAX - the number cF times the maximizer is te be
        APPLIED. TYPICAL VALUES ARE 5-10.
THE SUBRDUTINE UP IS CALLED TO ALTER D SC AS TC INCREASE
RHO. RHO IS EVALUATED BY THE SURRCUTIAE RCUND. FCR EACH K,
l.LF.K.LE.NOP, ROUND COMPUTES ThE FCLLCWING.
    value(k) - the result of the k-th gperaticn eiven tre
        CURRENT D.
    deltax(k,i) - the value at (0,0) of the partial
        CERIVATIVE OF THE K-TH COMPUTED VALUE WITH RESPECT TC
        CII), I.LE.I.LE.NDIM.
    deltaE(k,j) - the value at (D,0) CF the partial
        dERIVATIVE OF THE K-TH COMPUTED VALUE WITH RESPECT TO
        THE J-TH ROUNDING ERROR. 1.LE.J.LE.NCP.
    C ROUND THEN CALLS THE USFR-SUPPLIED SUBROCTINE USER TO
C COMPLETE THE EVALUATION GF RHO. NCRMAL CUTPUT ENDS WITH
C A LIST OF INCREASING VALUES OF RHC AND THE FINAL VALUE CF
CD.
        NIN = 5
C NIN = STANDARD INPUT UNIT
        NOUT = 6
C NOUT = STANOARD OUTPUT UNIT
        READ(NIN,I) NOD
        1 FORMAT(I2)
        IF((NOP.LE.O).OR.(NOP.GT.100)) GC TO 99
        CO 4 I = 1,NOP
            READ(NIN,2) MLEP,MCPER,MRCP
            FORMAT(I3,11,I3)
            WRITE(NOUT, 3) I,MLCP,MGPER,MRCD
    3 FORMAT(2I4,12,14)
            II = I + 100
            IF((MLOP.LT.O).OR.(MLOP.GE.II)) GC TC 99
            IF((MROP.LT.O).OR.(MROP.GE.III) GC TC 99
            IF((MOPER.LE.O).OR.(MOPER.GT.5)) GC TC }9
            NLOP(I) = MLOP
            NOPER(I) = MOPER
            NROP(I) = MRDP
    4 CONTINUE
    READ(NIN,I) NOIM
        IF((NDIM.LE.O).OR.INCIM.GT.2O)) GC TC 99
        OD 71 = 1,NDIM
            REAO(NIN,5) D(I)
            FCRMAT(D28.16)
            WRITE(NOUT,6) 1,O(I)
            FORMAT(3H D(,12,4H) = ,G1E.8)
    7 CONTINUE
        READ(NIN,5) STOPX
        WRITEINOUT, B) STOPX
    8 FORMAT(19H STOPPING VALUE IS ,G10.41
        READ(NIN,1) ITMAX
        WRITEINOUT.9) ITMAX
```

LISTING 1 (continued)

```
        9 FORMATI23H USE MAXIMIZER AT MOST ,I2,6H TINESI
        CALL ROUND
        WRITE(NOUT,10) RHC
        10 FORMAT(4X,G10.4)
        IF((RHO.GE.STOPX).OR.(ITMAX.LE.O)) GC TC 14
        BIG = RHO
        CO 11 ITIMES = 1,ITMAX
            CALL UP
            WRITEINCUT,10) RHO
            IF((RHO.GE.STCPX).CR.(RHC.LE.BIG)) GC YC 12
            BIG = RHO
        11 CONTINUE
        12 CO 13 I = 1,NDIM
            WRITE(NOUT,6) I,D(I)
        CONTINUE
        STOP
    99 WRITE(NOUT,100)
100 FORMATI15H INCORRECT DATAI
        GO TO }2
        END
        SUBROUTINE UP
        COMMON VALUE(100),DELTAX(100,20),DELTAE(100,100),0(20)
    1,RHO,STOPX,NLOP(100), NOPER(100),NROP(100),NCP,NDIN
        COUBLE PRECISION VALUE,DELTAX,DELTAE,C,RHC,STOPX,CI,H
        1,BEST
C to find a larger value of rho this subrcetime searches ey
C SUCCESSIVELY CHANGING EACH ENTRY OF D. INITIALLY THE
C I-TH ENTRY IS MDCIFIED BY 1/100 PER CENT. THIS AMCUNT IS
C DOUBLED AT MOST 13 TIMES. SINCE 0.0001*(2**13) IS ABCUT
C O.8, THE ENTRY HILL NEITHER CHANGE SIGN NCR ECURLE IA
c magnitude. as soon as rhC decreases the next cccrdinate
C OF D IS SEARCHED. CONTROL IS RETURNED AFTER ALL NCIM
C ENTRIFS ARE TRIEC.
        BEST = RHO
        DO 51 = 1,NDIM
            DI = D(I)
            IFIDI.EQ.O.ODO) GO TO 5
            H = DI*I.0D-4
            O(I) = DI + H
            CALL ROUND
C we CaN NOW TELl Which directicn to search.
            IFIRHO.GE.STOPXI GO TD 6
            IFIRHO.LE.REST) GO TO 1
            BEST = RHO
            H=H+H
            LIM = 13
            GO TO 2
            1 H}=-
            LIM = 14
C SEARCH. successively double the increnent h iA d(i).
            2 OO 3 ITIMES = 1,LIM
                D(I) = DI + H
                CALL ROUND
                IF(RHO.GE.STOPX) GO TO 6
                IF(RHO.LE.BEST) GO TO 4
                BEST = RHO
    3 H=N+H
C GO BACK ONE STEP
    O(I) = DI + 0.500*H
C PERHAPS RHO COULO NOT BE INCREASED
            IF((LIM.EQ.14).AND.(ITIMES.EQ.1)) C(I) = DI
        RHO = BEST
    5 CONTINUE
    6 \text { RETURN}
        END
```

LISTING 1 (continued)

```
        SUBROUTINE ROUND
        COMmON VALUE(100),DELTAX(100,20),DELTAE(100,100),D(20)
    1,RHO,STOPX,NLOP(100),NOPER(100),NROP {100), ACP, NOIN
        DOUBLE PRECISION VALUE,DELTAX,DELTAE,C,RHC,STOFX,AREL
    1, ARGR,DER IVL,DER IVR,DSQRT
C GIVFN dATA D this SURROUTINE EVALUATES ALL INTERMECIATE
C VALUES OF THE STRAIGHT-line progran and their fartial
C DERIVATIVES HITH RESPECT TO THE dATA AND TC THE ROUNDING
C ERRORS. RHO = O IS returned if SCmE value is uncefinec,
C THEREBY CAUSING the maximizER TC AVCIC D. CTHERWISE, tFE
C USER-SUPPLIED SUPROUTINE USER IS CALlEL TC Evaluate rhg.
    NOUT = 6
C NOUT = STANOARC OLTFUT UNIT
C begin the loop treating the k-th instructicn.
            DO 400 K = 1,NOP
C GET THE OPERANDS AND THE CPERATCR
            ILOP = NLOP(K)
            IOPER = NOPER(K)
            IROP = NROP(K)
C IF(ILQP.EQ.0), THFN THE LEFT ARGlmENT IS the CCASTANT l.
C IF NOT, BUT (ILOP.LF.100), THEN IT IS THF ILCP ENTRY CF C.
C OTHERWISE, IT IS THE ILOP-100 CCMPUTED VALUE.
            IF(ILOP.LE.100) GO TC 1
            ARGL = VALUE(ILOP-100)
            GO TO 3
        1 IF(ILOP.EQ.O) GO TO 2
            ARGL = O(ILOP)
            GO TO 3
            2 ARGL = 1.000
            3 IFIIROP.LE.100) GO TO 4
            ARGR = VALUEIIROP-100)
            GO TO 6
            4 IF(IROP.FQ.0) GO TO 5
            ARGR = D(IROP)
            GO TO 6
            5 ARGR = 1.OCO
C BRANCH ACCORDING TO THE OPERATOR. EXFCUTE THE CPERATION.
            6 GO TO (7,8,9,10,11), IOPER
            7 VALUE(K) = ARGL + ARGR
            GO TO 100
            8 VALUE(K) = ARGL - ARGR
            GO TO 100
            9 VALUE(K) = ARGL*ARGR
            GO TO 100
    10 IFIARGR.EQ.O.ODO1 GC TO 12
            VALUE(K) = ARGL/ARGR
            GO TO 100
            11 IF(ARGL.LT.0.000) GO TO 14
            VALUE(K) = DSQRT(ARGL)
            GO TO 100
C If the operation is impossible, then frint a message, set
C RHO = O AND RETURN.
    12 WRITE(NOUT, 13)
    13 FORMAT(25H GIVEN PROCEDURE TRIEC /O)
            RHO =0.000
            GO TO 1000
            14 WRITE(NOUT,15)
            15 FORMAT(38H GIVEN PROCEDURE TRIED SGRT(V), V.LT.O)
            RHO =0.000
            GO TO 1000
C evaluate the partial derivative cf the k-th variable
C WITH RESPECT TO THE I-TH DATA ENTRY. IFIILCP.LE.1OO),
C THEN the derivative of the left argument is eitrer 1 cr o.
C OTHERWISE, IT HAS ALREADY BEEN CCMPUTED
    100 DO 200 I = 1,NDIM
                IF(ILOP.LE.100) GO TO 101
                        DERIVL = DELTAX(ILOP-100,I)
                GO TO 102
```

```
LISTING 1 (continued)
    101 DERIVL \(=\mathbf{C . 0 0 0}\)
            IF(ILOP.FQ.I) DERIVL \(=1.000\)
    102 IF(IROP.LE.100) GO TC 103
            DERIVR = DELTAX(IROP-100,1)
            GO TO 104
    103 DERIVR = C.ODO
            IFIIROP.EQ.I) DERIVR \(=1.000\)
    104 GO TO (105,10t,107,108,109), ICPER
    105 DELTAX(K,I) = DERIVL + DERIVR
            GO TO 200
            DELTAXIK,I) \(=\) DERIVL - DERIVR
            GO TO 200
    107 DELTAX(K,I) = (ARGL*DERIVR) + (ARGR*DERIVL)
            GO TO 200
            DELTAX(K,I) \(=((A R G R * D E R I V L)-(A R G L * C E R I V R)) /\)
                            (ARGR*ARGR)
            GO TO 200
            DELTAX(K,I) \(=0.500 *(\) OERIVL/VALUE(K) \()\)
    200 CONTINUE
C evaluate the partial derivative of the k-th variable with
C RESPECT TO THE J-TH ROUNOING ERRCR. IF(J.GT.K) IT IS O.
C If(J.eq.K) IT IS VALUE(K). OTHERWISE IT NEST EE COMPUTEC.
            IF(K.EQ.I) GO TO 301
            \(K K=K-1\)
            \(00300 \mathrm{~J}=1, K K\)
                    IFIILOP.LE.100) GO TO 201
                    DERIVL = DELTAE(ILOP-100, J)
                    GO TO 202
                    DERIVL \(=0.000\)
                    IF(IROP.LE. 100 ) GO TO 203
                    DERIVR = DELTAE(IRDP-100, J)
                    GO TO 204
                    DERIVR = C.ODC
                    GO TO (205,206,207,208,209), ICPER
            DELTAE(K,J) = DERIVL + DERIVR
            GO TO 300
            DELTAE(K,J) = DERIVL - DERIVR
            GO TO 300
            DELTAE(K,J) \(=(A R G L * D E R I V R)+(A R G R * C E R I V L)\)
            GO TO 300
            DFLTAE(K,J) \(=((A R G R * D E R I V L)-(A R G L * E E R I V R)) /\)
                                    (ARGR*ARGR)
                    GO TO 300
                    DELTAE(K,J) \(=0.500 *(\) OERIVL/VALUE(K))
        continue
        DELTAE(K,K) = VALUE(K)
        IF(K.EQ.NOP) GO TO 400
            \(K D=K+1\)
            DC \(302 \mathrm{~J}=\mathrm{KP}\),NOP
    \(302 \operatorname{DELTAE}(K, J)=0.000\)
    400 CONTINUE
    CALL USER
1000 RETURN
    END
```

functions, etc. With more extensive modifications one can locate instabilities which essentially have nothing to do with rounding errors [14].

In cases where $\rho$ assumes values of $\infty$ it often happens that numerical instability is diagnosed very quickly by even the most primitive maximization routine. This can happen if the singularity of $\rho(\mathbf{d})$ occurs on an $(n-1)$-dimensional manifold,
where $n$ is the dimension of $\mathbf{d}$. Convergence by the maximizer is very rapid, since the situation is not appreciably more complicated than a one-dimensional search. This phenomenon occurs in Case Study II, Section 8.

## 7. CASE STUDY I. TRIDIAGONAL LINEAR SYSTEMS

Consider this problem: Given a 10 -tuple $\mathbf{d}=\left(a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, c_{1}, c_{2}, f_{1}, f_{2}, f_{3}\right)$ with nonsingular "left-hand side" $a_{1}, \ldots, c_{2}$, solve

$$
\begin{aligned}
a_{1} x+b_{1} y & =f_{1} \\
c_{1} x+a_{2} y+b_{2} z & =f_{2} \\
c_{2} y+a_{3} z & =f_{3} .
\end{aligned}
$$

Algorithm A computes $y$ by Gaussian elimination. Algorithm B uses "two-sided" elimination from Babuska [1].

| Algorithm A |
| :---: |
| $m_{1} \leftarrow c_{1} / a_{1}$ |
| $s_{1} \leftarrow m_{1} \times b_{1}$ |
| $d_{2} \leftarrow a_{2}-s_{1}$ |
| $t_{1} \leftarrow m_{1} \times f_{1}$ |
| $g_{2} \leftarrow f_{2}-t_{1}$ |
| $m_{2} \leftarrow c_{2} / d_{2}$ |
| $s_{2} \leftarrow m_{2} \times b_{2}$ |
| $d_{3} \leftarrow a_{3}-s_{2}$ |
| $t_{2} \leftarrow m_{2} \times g_{2}$ |
| $g_{3} \leftarrow f_{3}-t_{2}$ |
| $z \leftarrow g_{3} / d_{3}$ |
| $u \leftarrow b_{2} \times z$ |
| $v \leftarrow g_{2}-u$ |
| $y \leftarrow v / d_{2}$ |

$$
\begin{gathered}
\text { Algorithm B } \\
\hline m_{1} \leftarrow c_{1} / a_{1} \\
s_{1} \leftarrow m_{1} \times b_{1} \\
d_{2} \leftarrow a_{2}-s_{1} \\
t_{1} \leftarrow m_{1} \times f_{1} \\
g_{2} \leftarrow f_{2}-t_{1} \\
m_{3} \leftarrow b_{2} / a_{3} \\
s_{3} \leftarrow m_{3} \times c_{2} \\
d_{2}{ }^{*} \leftarrow a_{2}-s_{3} \\
t_{3} \leftarrow m_{3} \times f_{3} \\
g_{2}{ }^{*} \leftarrow f_{2}-t_{3} \\
u \leftarrow g_{2}+g_{2}{ }^{*} \\
v \leftarrow u-f_{2} \\
w \leftarrow d_{2}+d_{2}^{*} \\
r \leftarrow w-a_{2} \\
y \leftarrow v / r
\end{gathered}
$$

For each method of computation we ask: How much more is $y$ changed by rounding errors than is it changed by merely rounding the data? The appropriate functional $\rho$ is (3.5)

$$
\rho=\rho(\mathbf{d})=\sum_{j=1}^{m}\left|\left(\partial R / \partial \delta_{\jmath}\right)(\mathbf{d}, \mathbf{0})\right| / \sum_{\imath=1}^{10}\left|d_{\imath} \cdot\left(\partial R / \partial d_{\imath}\right)(\mathbf{d}, \mathbf{0})\right|
$$

where $m$ equals 14 for algorithm A and 15 for algorithm B and where $R=V_{m}$, the computed value of $y$. Theorem 5.1 of Babuska [1] implies that $\rho$ is unbounded for algorithm A, but bounded by 9 for algorithm B.

We tested our program by verifying Babuska's results. For $\mathbf{d}=(1,1,1,1, \ldots, 1)$ or $\mathbf{d}=(1,2,1,1, \ldots, 1)$, algorithm A calls for division by zero. This does not

## LISTING 2

```
        SUBROUTINE USER
        COMMON VALUE(100),DELTAX(100,20),DELTAE(100,100), C(20)
    1,RHO, STOPX,NLOP (100), NOPER(100), NROP (100), NCP, NOIN
        DOUBLE PRECISION VALUE,DELTAX,DELTAE,D,RHC,STOFX,EAES
    1.TOP, ROTTOM
C THIS SURROUTINE EVALUATES THE FUNCTIONAL RHC USED IN CASE
C STUDY I.
    NOUT = 5
    TOP = 0.000
    DO 1 J = 1,NOP
    1 TOP = TOP + CABS(DELTAE(NOP,J))
        BOTTOM = 0.000
        CO 2 I = 1,NDIM
    2 BOTTOM = BOTTOM + DABS(D(I)*DELTAX(NCP,I))
    IF(BOTTOM.EQ.O.ODO) GO TO 4
    RHO = TOP/BOTTOM
    3 RETURN
    4 RHO = 0.000
    WRITE(NOUT,5) TOP
    5 FORMAT(7H RHO =,G10.4.4H/0)
    GO TO 3
    END
```

cause our program any difficulty, but we chose to avoid these sets of data. Both algorithms A and B were tested using the initial values

$$
\begin{aligned}
& \mathbf{d}_{1}=(1,1.1,1,1, \ldots, 1) \\
& \mathbf{d}_{2}=(1,2.1,1,1, \ldots, 1) \\
& \mathbf{d}_{3}=(-1,1,1,1, \ldots, 1) \\
& \mathbf{d}_{4}=(1,-1,1,1, \ldots, 1)
\end{aligned}
$$

As in Case Studies II and III, Sections 8 and 9 , we set the parameter STOPX to $10^{4}$ and ITMAX to 10 compiled under Fortran G and executed on the IBM 370/168 at Penn State.

First we analyzed algorithm A. Starting at $\mathbf{d}_{1}$ or $\mathbf{d}_{4}$ the maximizer quickly pushed $\rho$ past STOPX. But from $\mathbf{d}_{2}$ or $\mathbf{d}_{3}$ it did not get past 1.75 or 3.0 , respectively, reminding us that unstable algorithms may appear stable to our heuristic techniques (this problem did not arise in the other case studies). The largest $\rho(\mathbf{d})$ found for algorithm B (from any initial $\mathbf{d}_{2}$ ) was about 5.5. Execution times ranged from 2 to 6 seconds (at 10 cents per second).

Listing 2 shows the USER subroutine employed in this case study. Listing 3 shows the set of data read by our program when it tested algorithm A beginning at $\mathbf{d}_{1}$. We have added annotations.

## 8. CASE STUDY II. THE ORTEGA-KAISER METHOD

Ortega and Kaiser [17] give a rational (i.e. square-root-free) QR method for symmetric tridiagonal matrices. In the $3 \times 3$ case this process works with 5 -tuples $\mathbf{d}=\left(a_{1}, a_{2}, a_{3}, b_{1}{ }^{2}, b_{2}{ }^{2}\right)$ representing matrices

$$
A(\mathbf{d})=\left(\begin{array}{ccc}
a_{1} & b_{1} & 0  \tag{8.1}\\
b_{1} & a_{2} & b_{2} \\
0 & b_{2} & a_{3}
\end{array}\right)
$$

## LISTING 3

| 14 | NOP = number of operations in the following program |
| :---: | :---: |
| 0064001 | $6=$ sixth data entry, $4=/, 1=$ first data entry |
| 1013004 | $101=$ first computed value, $3=\times, 4=$ fourth data entry |
| 0022102 |  |
| 1013008 |  |
| 0092104 |  |
| 0074103 | an encoding of algorithm A |
| 1063005 |  |
| 0032107 |  |
| 1063105 |  |
| 0102109 |  |
| 1104108 |  |
| 0053111 |  |
| 1052112 | ) |
| 1134103 | NDIM $=$ number of data entries |
| 10 | $a_{1}=1$ |
| 1.0 | $a_{2}=1.1$ |
| 1.1 | $a_{3}=1$ |
| 1.0 | $b_{1}=1$ |
| 1.0 |  |
| 1.0 | ¢ $\mathrm{d}_{1}$ |
| 1.0 |  |
| 1.0 |  |
| 1.0 |  |
| 1.0 |  |
| 1.0 | J |
| 10000. | STOPX = stopping value for the maximizer |
| $10$ | ITMAX = maximum number of iterations of the maximizer. |

The algorithm (neglecting special cases which avoid division by zero)

$$
\begin{array}{ll}
p_{1}{ }^{2} \leftarrow a_{1} \times a_{1} & s_{2}{ }^{2} \leftarrow b_{2}{ }^{2} /\left(p_{2}{ }^{2}+b_{2}{ }^{2}\right) \\
s_{1}{ }^{2} \leftarrow b_{1}{ }^{2} /\left(p_{1}{ }^{2}+b_{1}{ }^{2}\right) & u_{2} \leftarrow s_{2}{ }^{2}\left(g_{2}+a_{3}\right) \\
u_{1} \leftarrow s_{1}{ }^{2}\left(a_{1}+a_{2}\right) & \bar{a}_{2} \leftarrow g_{2}+u_{2} \\
\bar{a}_{1} \leftarrow a_{1}+u_{1} & \bar{a}_{3} \leftarrow a_{3}-u_{2} \\
g_{2} \leftarrow a_{2}-u_{1} & p_{3}{ }^{2} \leftarrow \bar{a}_{3}{ }^{2} /\left(1-s_{2}{ }^{2}\right) \\
p_{2}{ }^{2} \leftarrow g_{2}{ }^{2} /\left(1-s_{1}{ }^{2}\right) & \bar{b}_{2}{ }^{2} \leftarrow s_{2}{ }^{2} \times p_{3}{ }^{2} \\
\bar{b}_{1}{ }^{2} \leftarrow s_{1}{ }^{2}\left(p_{2}{ }^{2}+b_{2}{ }^{2}\right) &
\end{array}
$$

produces $Q(\mathbf{d}, \boldsymbol{\delta})=\left(\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}, \bar{b}_{1}{ }^{2}, \bar{b}_{2}{ }^{2}\right)$, where $A(\mathbf{d})$ and $A(Q(\mathbf{d}, \mathbf{0}))$ have the same eigenvalues (the eigenvalues can be easily located after several iterations).

For any $Q=Q(\mathbf{d}, \boldsymbol{\delta})$, let $\operatorname{EIG}(Q)$ be the absolute value of the largest eigenvalue of $A(Q)$. We wish to analyze the behavior of $R(\mathbf{d}, \boldsymbol{\delta})=\operatorname{EIG}(Q(\mathbf{d}, \boldsymbol{\delta}))$, so we want to evaluate the derivatives $\left(\partial R / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})$. Notice that the subroutine ROUND evaluates the $5 \times 21$ matrix $(\partial Q / \partial \boldsymbol{\delta})(\mathbf{d}, \mathbf{0})$. Thus we need only evaluate the derivative of EIG with respect to $Q$ at $Q(\mathbf{d}, \mathbf{0})$ and then apply the chain rule.

It is possible to compute the derivative of EIG with respect to $Q$ using standard perturbation results for eigenvalues ([24, pp. 137-138] or [25, ch. 2]). However, we prefer to use divided difference approximations, an approach which is both simpler and more general. For instance, given $Q=Q(\mathbf{d}, \mathbf{0})=\left(\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}, \bar{b}_{1}{ }^{2}, \bar{b}_{2}{ }^{2}\right)$ we can use an eigenvalue routine to compute $\operatorname{EIG}=\operatorname{EIG}(Q)$, change $\bar{a}_{1}$ to $\bar{a}_{1}+H$ (getting $Q_{1}$ ), compute $\mathrm{BIG}=\operatorname{EIG}\left(Q_{1}\right)$, and then use the approximation $\partial \mathrm{EIG} / \partial \bar{a}_{1}=(\mathrm{BIG}-\mathrm{EIG}) / H$.

If $\mathbf{d}$ has large entries, then $Q=Q(\mathbf{d}, \mathbf{0})$ also has large entries so that just rounding the entries of $Q$ will produce large absolute (though small relative) errors.

This, in turn, generally produces large absolute errors in $\operatorname{EIG}(Q)$. Let us compensate for this fact by working with $\rho(\mathbf{d})=\left(\sum_{j=1}^{21}\left|\left(\partial R / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})\right|\right) /|d|$, where $|\mathbf{d}|=\left|\left(a_{1}, a_{2}, a_{3}, b_{1}{ }^{2}, b_{2}{ }^{2}\right)\right|=\max \left\{\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right|, b_{1}{ }^{2}, b_{2}{ }^{2}\right\}$. Thus $|\mathbf{d}|$ plays the role of $K(\mathbf{d})$ in (3.3).

With a USER subroutine based upon these ideas we chose the parameters $\mathbf{d}_{0}=(.9, .8, .7, .6, .5), S T O P X=10^{4}$, and IMAX $=10($ for $\mathbf{d}=(1,1,1,1,1)$ the Ortega-Kaiser method performs a rare branch to avoid division by zero). Almost immediately (i.e. after three seconds of CPU time) a d near (.73, .82, .7, $.6, .5$ ) was located for which $\rho(\mathbf{d})>10^{4}$, indicating instability. We tried all eight possible combinations of signs for the first three entries of $\mathbf{d}_{0}$ (the last two must be + ). Instability was diagnosed each time, though not always so quickly as for the original $\mathbf{d}_{0}$. However, the cost was always under two dollars.

We also applied our program to a rational QR algorithm of Reinsch [18] (for other references see Stewart [21, p. 381]). Only minor changes in USER were required, e.g. this method uses 23 instructions in the $3 \times 3$ case and it produces the values in a different order. With the same eight starting values we could not locate a value of $\rho$ exceeding 12.

The Ortega-Kaiser algorithm provides a clear illustration of the power of our techniques for locating numerical instability. It is not hard to see that the entries of the computed matrix $A(Q(\mathbf{d}, \boldsymbol{\delta}))$ can be extremely sensitive to rounding errors $\boldsymbol{\delta}$. However, the same can be said of many stable algorithms for eigenvalues (for example, see Wilkinson [25, p. 288]). To determine analytically the dependence of the eigenvalues upon the rounding errors seems to be a formidable problem. On the other hand, as we have just seen, it yields readily to numerical sampling.

Listing 4 shows the USER routine and Listing 5 a set of data for the analysis of the Ortega-Kaiser method.

## 9. CASE STUDY III. THE GRAM-SCHMIDT METHOD

Given linearly independent $n$-vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$, either of the following versions of the Gram-Schmidt (GS) method produces orthonormal $\mathbf{x}, \mathbf{y}$, and $\mathbf{z}$ (assuming exact arithmetic).

$$
\begin{aligned}
& \text { GS* } \\
& \hline \mathbf{x} \leftarrow \mathbf{a} /\|\mathbf{a}\| \\
& \mathbf{u} \leftarrow \mathbf{b}-\left(\mathbf{b}^{\mathrm{T}} \mathbf{x}\right) \mathbf{x} \\
& \mathbf{y} \leftarrow \mathbf{u} /\|\mathbf{u}\| \\
& \mathbf{v} \leftarrow \mathbf{c}-\left(\mathbf{c}^{\mathrm{T}} \mathbf{x}\right) \mathbf{x} \\
& \mathbf{w} \leftarrow \mathbf{v}-\left(\mathbf{c}^{\mathrm{T}} \mathbf{y}\right) \mathbf{y} \\
& \mathbf{z} \leftarrow \mathbf{w} /\|\mathbf{w}\|
\end{aligned}
$$

The modified Gram-Schmidt (MGS) is the same as GS* except that $w$ is defined by

$$
\mathbf{w} \leftarrow \mathbf{v}-\left(\mathbf{v}^{\mathbf{T}} \mathbf{y}\right) \mathbf{y} .
$$

## LISTING 4

```
        SUBROUTINE USER
        COMMON VALUE(100),DELTAX(100,20),DELTAE(100,100),D(20)
    1,RHO,STOPX,NLOP(100),NOPER(100),NPCP(100),NCP,NDIN
        DOUBLE PRECISION VALUE,DELTAX,CELTAE,L,RHC,STOFX,SAVE
    1,H,AQ(3,3),DSQRT,DUMMY,RCOT(3),EIG,AE,CAES,EIG
    1,DEIGOQ(5),S,SUM,DNORY
C this subroutine evaluates the functional rhe usec in case
c study II.
C the I-th entry of the output q is the iout(i)-th cCmfutec
C valuE.
    INTEGER IOUT(5)
    [ATA IOUT/6,16,17,12,21/
C THIS LOOP COMPUTES DIVIOED DIFFERFNCE APFREXIMATIONS TC
C the vector meigdo of derivatives of the largest figenvalue
C WITH RESPECT TO THE OUTPLT Q.
            DO 4 II = 1,6
                I = II-1
C the first time through get the exact largest eigenvalue.
            IF(I.EO.O) GO TO I
C OTHERWISE PERTURB THE I-TH CUTPUT.
            SAVE = VALUEIIOUT(I))
            H = SAVE*1.0D-7
            value(IOUT(II) = SAVE + H
C compute the largest eigenvalue cF A(Q), where thf output
C Q IS POSSIBLY PERTURBED.
    1 AQ(1,1) = VALUE(IOUT(1))
        AO(2,2) = VALUF(IOUT(2))
        AQ(3,3) = VALUE(IOUT(3))
        AQ(1,2) = DSQRT(VALUE(IOUT(4)))
        AO(2,3)= [SQRT(VALUE(IOUT(5)))
        AQ(1,3) = 0.000
c use a local symmetric eigenvalue routine. the three
C EIGENVALUES ARE RETURNED IN ROOT.
                CALL OMXDGI (3,-3,1,AQ,3,DUNNY,RCCT)
C GET THE LARGEST EIGENVALUE.
        BIG = 0.0DO
        DO 2 K = 1,3
            AB = DABS(ROOT(K))
            IF(AB.GT.BIG) BIG = AB
    2 CONTINUE
        IF(I.GT.O) GO TO 3
C the first time through get the exact largest eigenvalue.
        EIG = BIG
        GO TO 4
C FIND THE DIVIDED CIFFERENCES.
    3 DEIGDQ(I) = IBIG - EIGI/H
        VALUE(IOUT(I)) = SAVE
    4 CONTINUE
C multiply deigde ey the derivative do the cutput c with
C RESPECT TO THE ROUNDING ERRORS. THIS YIELDS THE DERIVATIVE
C of thf largest eigenvalue with respect tc thf rcuncing
C ERRORS. ADO the absolute values cf the resllts.
        S = 0.000
        CO 6 J = 1,NOP
            SUM = 0.000
            OO 5 1 = 1,5
            SUM = SUM + DEIGDQ(I)*DELTAF(ICUT(I),J)
    6 S = S + DABS(SUM)
C divide by the NORM OF the data.
    ONOPM = 0.0DO
        DO 7 I = 1,NDIM
            AB= DABS(C(I))
            IF(AB.GT.DNORM) DNCRM = AB
    7 CONTINUE
        RHC = S/DNORM
        RETURN
        END
```


## LISTING 5

21
0013001
1011004
0044102
0011002
1033104
0011105
0022105
1073107
0002103
1084109
1101005
1033111
0054111
1071003
1133114
1071115
0032115
1173117
0002113
1184119
1133120
05
0.9
0.8
0.7
0.6
0.5
10000.
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Fig. 4

The procedure GS* is intermediate between the standard GS method and the MGS procedure (see Stewart [21, pp. 216-217]). For the case $n=3$ either procedure requires 60 arithmetic operations, including three square roots. The only difference between them lies in one operand of each of $n$ multiplications.

In either case the $\mathbf{x}, \mathbf{y}, \mathbf{z}$ computed with rounding errors can be sharply nonorthogonal (though it is not hard to show that they must have nearly unit length). To see how this can happen suppose that the only rounding error in the computation of $\mathbf{y}$ occurs in the evaluation of $\mathbf{b}^{\mathrm{T}} \mathbf{x}$. If $\mathbf{a}$ and $\mathbf{b}$ are nearly linearly dependent in the sense that $\mathbf{u}$ is small compared with $\mathbf{b}$, then $\mathbf{x}^{\mathrm{T}} \mathbf{y}$ may be large (see Figure 4).

Can the departure from orthogonality of the computed $\mathbf{x}, \mathbf{y}, \mathbf{z}$ be large without $\mathbf{a}, \mathbf{b}, \mathbf{c}$ being nearly linearly dependent? To make this question precise we need a measurement of dependence among $\mathbf{a}, \mathbf{b}, \mathbf{c}$. Let $\mathbf{d}$ be the $3 \times 3$ matrix with columns $\mathbf{a}, \mathbf{b}, \mathbf{c}$ and define

$$
\begin{equation*}
K(\mathbf{d})=\|\mathbf{d}\|_{F} \cdot\left\|\mathbf{d}^{-1}\right\|_{F} \tag{9.1}
\end{equation*}
$$

where, e.g.

$$
\begin{equation*}
\|\mathbf{d}\|_{F^{2}}=\sum_{\imath=1}^{9} d_{\imath}{ }^{2} \tag{9.2}
\end{equation*}
$$

A large value of $K(\mathbf{d})$ means that $\mathbf{a}, \mathbf{b}, \mathbf{c}$ are nearly linearly dependent (see Stewart [21, ch. 4]; also see [21, p. 221] for a definition of $K(\mathbf{d})$ which can be used when $n>3$ ).

Define $R(\mathbf{d}, \boldsymbol{\delta})=\mathbf{y}^{\mathrm{T}} \mathbf{z}$ and $\rho(\mathbf{d})=\left(\sum_{j=1}^{60}\left|\left(\partial R / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})\right|\right) / K(\mathbf{d})$. Notice that

$$
\begin{equation*}
\rho(\mathbf{d})=\left(\sum_{j=1}^{60}\left|\sum_{\imath=1}^{3}\left[y_{\imath} \cdot\left(\partial z_{\imath} / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})+z_{\imath} \cdot\left(\partial y_{\imath} / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0})\right]\right|\right) / K(\mathbf{d}) \tag{9.3}
\end{equation*}
$$

## LISTING 6

```
        SUBROUTINE USFR
        COMMON VALUE(100),DELTAX(100,20),DELTAE(100,100),C(20)
    1,RHC,STOPX,NLOP(100),NOPFR(100),NRCP(100),NCP,NDIN
    OCUBLE PRECISION VALUE,DELTAX,CELTAE,C,RHC,STOFX,A(3,3)
    1, SIGMA, PARTJ,DAES,T,FNORM,FNORM1,K,OSGRT
C THIS SUBROUTINE EVALUATES the functicaAl rhC usec in case
c studr III.
C evaluate the Numerator of (9-3). the entries Cf y are
C COMPUTED valuES 27,28,29. The fNTRIES DF Z ARF computec
C VALUES 58,59,60.
            SIGMA = 0.000
            CO 2 J = 1,60
            PARTJ = 0.000
            DC 1 I = 1,3
    1 PARTJ = PARTJ + VALUE(26+I)*DELTAE(57+I,J)
        1 + VALUE(57+I)*DELTAF(26+I,J)
    2 SIGMA = SIGMA + DABS(PARTJ)
C EVALUATS (9-2) and prepare for matrix INVERSICN.
    FNORM = 0.0DO
    DC 3 I = 1,3
            OC 3 J = 1,3
            T=D(3*(J-1) + I)
            FNORM = FNCRM + T*T
    3 A(I,J) = T
C use a local matrix inversicn routine
                                    CALL DMXINV(A,3,3)
C EVALUATE (9-1).
            FNORM1 = 0.000
            CO 4 I = 1,3
            DC 4 J = 1,3
                T=A(I,J)
    4 FNORM1 = FNOPM1 + T*T
    K = OSORT(FNDRM*FNORM1)
C EVALUATE (9-3).
            RHO = SIGMA/K
            RETURN
            END
```

since $\mathbf{y}^{\mathrm{T}} \mathbf{z}=\sum_{\imath=1}^{3}\left(y_{\imath} \cdot z_{\imath}\right)$. All components for the evaluation of $\rho$ are available to the subroutine USER.

If $\rho$ is uniformly bounded by some number $B$, then by (3.4) we can (approximately) guarantee that the computed $\mathbf{y}$ and $\mathbf{z}$ satisfy $\left|\mathbf{y}^{\mathrm{T}} \mathbf{z}\right| \leq B u \cdot K(\mathbf{d})$, since $R(\mathbf{d}, \boldsymbol{\delta})=\mathbf{y}^{\mathrm{T}} \mathbf{z}$ and $R(\mathbf{d}, \mathbf{0})=0$. For MGS such a bound is known to exist (see [2, p. 15]; for a less formal discussion of the numerical properties of GS procedures see Rice [20]).

To test GS* we chose the initial value

$$
\mathbf{d}_{0}=\left(\begin{array}{lll}
1 & 2 & 1 \\
1 & 1 & 2 \\
1 & 1 & 1
\end{array}\right)
$$

and set STOPX $=10^{4}$ and ITMAX $=10$. After a few iterations of the maximizer, $\rho$ exceeded $10^{4}$. Similarly, $\rho$ appeared unbound in each of several more tests where we began with some altered signs in $\mathbf{d}_{0}$. The largest value of $\rho$ found for MGS was about 5.5. Thus, unlike MGS, GS* is unstable in the sense that the departure from orthogonality of the computed vectors is not merely proportional to the product of the unit rounding error and the condition number of the data.

These computations were somewhat more expensive than those in the other case
studies (though each run cost under five dollars). It is not hard to see why. The cost of evaluating the partial derivative is $O\left(m^{2}\right)$, where $m$ is the number of operations in the straight-line program being analyzed. For reasons of economy we list only the USER routine, as shown in Listing 6.

## 10. CASE STUDY IV. STREAMLINED POLYNOMIAL FORMS

According to Fike [6, ex. 4] the following polynomial of degree 6 has been used in an IBM System/360 library routine as an approximation to $2^{x}$ for $-\frac{1}{16} \leq x \leq 0$.

$$
\begin{aligned}
P(x)= & 1+.6931471805599346 x+.2402265069563678 x^{2} \\
& +.05550410840231345 x^{3}+.009618117095313700 x^{4} \\
& +.001333073417706260 x^{5}+.0001507368551403575 x^{6}
\end{aligned}
$$

In this form evaluation requires six multiplications and six additions. However, $P(x)$ can be evaluated in four multiplications and seven additions using the streamlined form

$$
\begin{aligned}
q_{1} & \leftarrow a_{1} x \\
q_{2} & \leftarrow\left(q_{1}+a_{2}\right)^{2} \\
q_{3} & \leftarrow\left(q_{2}+a_{3}\right)\left(q_{1}+a_{4}\right) \\
P(x) & \leftarrow\left(q_{2}+q_{3}+a_{5}\right)\left(q_{3}+a_{6}\right)+a_{7}
\end{aligned}
$$

where
$a_{1}=.23069414645549892 \quad a_{4}=.10750058720428135 \quad a_{6}=1.67018802067794794$
$a_{2}=.20629788601177007 \quad a_{5}=.13060869898889258 \quad a_{7}=.48953177059399256$.
$a_{3}=1.00939719129704594$
We would like to assess the total relative error in the result caused by both the rounding errors and the fact that the $a_{\imath}$ cannot be represented exactly. Let $\mathbf{d}=$ $\left(d_{1}, \ldots, d_{8}\right)=\left(a_{1}, \ldots, a_{7}, x\right)$ and let $P(\mathbf{d}, \boldsymbol{\pi}, \boldsymbol{\delta})$ be the value computed by the streamlined scheme with rounding errors $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{11}\right)$ given data $\mathbf{d}^{1}$, where $d_{i}{ }^{1}=d_{\imath}\left(1+\pi_{2}\right)$ for $1 \leq i \leq 8$. Thus $P(\mathbf{d}, \mathbf{0}, \mathbf{0})=P(x)$. Define

$$
\rho(x)=\left(\sum_{i=1}^{8}\left|\left(\partial P / \partial \pi_{i}\right)(\mathbf{d}, \mathbf{0}, \mathbf{0})\right|+\sum_{j=1}^{11}\left|\left(\partial P / \partial \delta_{j}\right)(\mathbf{d}, \mathbf{0}, \mathbf{0})\right|\right) /|P(x)|
$$

(think of the $a_{2}$ as fixed, and $-\frac{1}{16} \leq x \leq 0$ ). By the obvious variation on the theme of Section 3 we see that if $|\pi| \leq u$ and $|\boldsymbol{\delta}| \leq u$, then we have the approximate bound

$$
(|P(d, \pi, \delta)-P(x)| /|P(x)|) \leq \rho(x) \cdot u
$$

Thus the computed value of $P(x)$ has a maximum relative error of at most $\rho(x) \cdot u$.
We modified the programs of Section 5 to evaluate $\rho(x)$ at 100 evenly spaced points between $-\frac{1}{16}$ and 0 . The maximum value of $\rho$ was about 5.6 (a complete listing shows $\rho\left(-\frac{1}{16}\right) \approx 5.5, \rho(0)=5.6$, and $\rho$ monotone increasing for $-\frac{1}{16} \leq x \leq 0$ ). The maximum for the corresponding $\rho$ gotten by applying nested
multiplication (i e. Horner's rule) to the original form of $P(x)$ is about 2.2. If we take into account the fact that the constant coefficient 1.0 can be represented exactly (this can be done by removing the term $\partial P / \partial \pi_{1}$ from $\rho$ ), then $\rho$ decreases to nearly 1. (Actually, we may also want to consider $x$ as exact for both methods ) Thus nested multiplication nearly produces a correctly rounded value of $P(x)$, while the error in the streamlined form may be about five times larger.

While we do not propose that methods like ours be used as the only experimental technique for certifying function evaluation routines, they may be useful for studies like that conducted by Rice [19] on the conditioning of polynomial and rational forms These techniques have the advantage of testing, for example, double precision routines using only double precision arithmetic instead of troublesome multiple precision. (Of course it is possible to compute what are essentially upper bounds for $\rho$ by using interval arithmetic or simple inequalities like Hart et al. [7, p. 68, eq. 4.5.4]. However, such methods which use only $O(m)$ operations, corresponding to the $m$ operations being analyzed, often yield pessimistic results )

The interested reader will have no problem seeing how to modify the first program of Section 5 to perform the above computation. The proper USER routine is only slightly different from that of Case Study I.
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