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ABSTRACT
5G introduces a series of new security features that overcome
known issues of the previous mobile generations. One of these
features is integrity protection for user plane data. While this ad-
dition protects against manipulations like DNS spoofing, it also
introduces extra overhead to user plane traffic. As it is optional
to enable, this additional overhead can be the decision point for
network operators to avoid the additional security feature. In this
work, we investigate the overhead induced by different integrity
protection algorithms and test the burden they add to the workload
of a device. Our results indicate how visible performance differences
would be on the end-devices of users, and how the performance
of the algorithms differs in isolation. With these results we aim to
initiate a discussion regarding the benefits of enabling user plane
integrity protection and to overcome misconceptions regarding the
performance impairments for end users.

CCS CONCEPTS
• Security and privacy→Mobile andwireless security; Security
protocols.
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1 INTRODUCTION
Mobile networks are ubiquitous in our society [14] and, throughout
the years, different mobile generations gradually increased the
security and performance of our networks. When switching from
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our current mobile generation, 4G, to the upcoming 5G technology,
a series of fundamental and security-relevant changes are part of
the transition process. One example of this is the introduction of
User Plane Integrity Protection (UP IP), which overcomes critical
security flaws in our current 4G networks [19, 20]. With Standalone
(SA) 5G, i. e., 3rd Generation Partnership Project (3GPP) Release 16,
UP IP becomes mandatory to implement.

Although this is a promising step forward, the 3GPP only speci-
fies the implementation as mandatory and leaves it optional to use
for network operators. This leads to a situation where all 5G SA
equipment adhering to 3GPP Release 16 has the capability to use
UP IP. However, operators can still decide whether UP IP is actually
enabled for a specific connection. As the additional security layer
also introduces additional processing steps, connections might face
a visible overhead [14].

Ongoing discussions between operators and vendors indicate
that the main concerns regarding UP IP involve latency, throughput,
and power consumption [1]. Such performance impairments jeop-
ardize critical sales criteria of 5G while the existing security threats
of missing integrity protection are not transparent to consumers.
Besides these strategic assumptions, the practical implications of
UP IP remain unclear. Since mobile devices use different baseband
chips with fundamental architectural differences, the performance
impairments might differ across the various existing implementa-
tions. The varying hardware setups of base stations complicate this
missing evaluation step even further [10].

In this work, we aim for a first comparative performance evalua-
tion of the established algorithms for UP IP. To this end, we provide
empirical measurement results and discuss how our observations
can be used to indicate the overhead of enabled integrity protection.
In our experimental evaluation we focus on two different aspects
related to the performance of UP IP. First, we analyze specified
standard algorithms in isolation to document their conceptual dif-
ferences and different influencing factors for their overhead. Second,
we conduct a practical evaluation that focuses on the performance
impairments that are seen on the devices of end-users. Our experi-
ments not only give an indication of the algorithmic overhead of
integrity protection in the current standard, but they also reveal
network behavior that masks potential performance impairments.

Our results indicate significant performance differences within
the current state of the art of mobile network integrity protection
algorithms when run in isolation. In an actual mobile network
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connection however, the performance difference between the al-
gorithms is negligible for both latency and throughput. Disabling
UP IP altogether does result in a small but notable decrease in la-
tency and a more stable throughput. In our work, we make the
following contributions:

• We evaluate the runtime and throughput of algorithms used
in mobile networks and suggest possible improvements or
alternatives for future implementations and the 3GPP speci-
fication.

• We evaluate latency and throughput of the connection be-
tween a User Equipment (UE) and a mobile network with
and without UP IP and for different integrity protection al-
gorithms.

2 BACKGROUND
At the beginning of each connection, the phone and network per-
form an Authentication and Key Agreement (AKA) procedure to
establish the prerequisites for a secure transmission channel. From
this point on, it is possible to encrypt and integrity protect transmis-
sions. While encryption is applied to both control and user plane
data, the application of integrity protection is only mandatory for
the control plane.

2.1 PDCP security
The Packet Data Convergence Protocol (PDCP) layer is responsible
for the encryption and integrity protection and has a maximum
transfer unit of 8188 bytes. It uses a MAC-then-Encrypt scheme
which calculates the MAC logically before the ciphering [3]. To sat-
isfy different quality requirements, user traffic is further divided into
different dedicated bearers that serve as logical channels. The bear-
ers provide a default channel for Internet service, and two bearers
for Voice over LTE (VoLTE) traffic. It is possible to assign individual
parameters to a bearer, e. g., cryptographic algorithms [2].

2.2 Security Algorithms
5G and LTE share the same set of security algorithms although their
naming differs. Throughout the paper we refer to the 5G nomen-
clature. The encryption algorithms are named NEA𝑥 ; integrity
algorithms are named NIA𝑥 where in both cases 𝑥 = 1, 2, 3.

To analyze the overhead of UP IP, we mainly focus on the in-
tegrity procedures NIA1, NIA2, and NIA3. Only NIA1 and NIA2
must be implemented by both the user and the network [4], while
NIA3 is optional. All algorithms share the same basic interface
and use individual concepts of underlying base algorithms. All al-
gorithms have a linear time complexity and either a constant or
linear space complexity [12].Currently the following algorithms
are specified for the purpose of protecting traffic:

• NEA1/NIA1: SNOW3G
• NEA2/NIA2: AES (CTR mode/CMAC mode)
• NEA3/NIA3: ZUC

2.2.1 Algorithm: NIA1. NIA1 uses the stream cipher SNOW3G and
was originally specified for the use in 3G systems in 2006 [11] under
the name UEA2. The message input has a maximum length of 232
bits and is divided into 64-bit chunks. SNOW3G is used to compute

a keystream of five 32-bit words. This keystream is used to calculate
the MAC tag, making use of mapping functions in 𝐺𝐹 (264).

2.2.2 Algorithm: NIA2. NIA2 makes use of AES in CMAC mode
to calculate the MAC tag [9]. In comparison to NIA1 there is no
such thing as a keystream that can be generated beforehand, thus,
all calculations take place on-the-fly. The sequence number, bearer
identity, and direction are appended to the message and serve as
input for the AES-CMAC algorithm.

2.2.3 Algorithm: NIA3. NIA3 is the second algorithm to utilize a
keystream for building the MAC, and is based on the stream cipher
ZUC. It generates a stream that is 64 bits longer than the input
message. The MAC tag is then calculated via XOR operations.

2.3 Frame structure
Mobile networks are timed using frames, which are always 10 mil-
liseconds long. These consist of subframes which are 1 millisecond
long. The frame structure dictates how soon a message presented
by higher layers can be sent, which in turn translates to latency to
the end user. Subframes are dedicated to either uplink or downlink
traffic. There are two ways to divide between traffic directions:
Frequency division duplex (FDD): there are two distinct frequen-
cies used for uplink and downlink. This means that there is always
an uplink or downlink subframe available on short notice, which is
useful for lowering traffic latency. The downside is that this uses
a more substantial part of the spectrum, and that the amounts of
downlink and uplink capacities are always equal.
Time division duplex (TDD): the subframes are uplink or down-
link based on their index, and this structure is configured by the
network. This allows for asymmetric allocation of resources and
more flexible design. The downside is that the timing constraints on
devices are harder to meet, and that there needs to be some buffer
time allocated between the directions.

There is the option to use more elaborate designs using multiple
carriers, but a basic setup will utilize one of these two options. The
use of FDD or TDD is linked to the frequency band; the specification
provides a list of bands and their duplex forms.

3 ALGORITHM EVALUATION
As a first step in the analysis procedure, we focus on the perfor-
mance of security algorithms in a reference implementation. This
allows us to compare conceptual differences of the algorithms re-
garding their latency and throughput aspects. Power consumption,
which is the third identified drawback of UP IP (see § 1), is left for
future work. Our initial experiments focus on the basic concept of
these algorithms in isolation. There are multiple options to increase
performance in both latency and throughput (§ 5).

3.1 Experimental Setup
For all experiments, we use existing C/C++ implementations of
the different NIA/NEA algorithms as implemented in the srsRAN
suite [13]. These implementations refer to the official specifica-
tion of NIA1 and NIA3 and serve as a reference. For the sake of
comparability, we do not use any hardware acceleration for the
AES-based algorithms (NIA2/NEA2), but instead use a reference
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Figure 1: Runtime of integrity protection algorithms in a
performance benchmark.

software implementation. This is different from the default srsRAN
implementation, which uses the mbedtls library.

We perform all experiments on an AMD Ryzen 7 PRO 4750U.
Each experiment runs on a bounded core to guarantee stability. We
measure the runtime by calculating the difference between start and
end time. For the throughput, we run the algorithm for 5 seconds
and measure the total amount of data that was integrity protected.
We vary the input length throughout the experiments to show the
effects of different sizes on runtime and throughput.

3.2 Latency
The time it takes to run an integrity protection algorithm depends
on the size of the input. In our case the size is limited to the length
of a PDCP frame, which is 8188 bytes, see § 2.1. We present these
results in Figure 1.

Note that these results represent a reference implementation,
and therefore solely focus on the integrity protection running time.
In deployed systems, additional influencing factors can affect the
overall latency of a connection. The way this measured latency
carries over to a real system is measured in § 4.3.1.

Furthermore, the latency induced by UP IP is directly correlated
with the running time of the selected cryptographic algorithm.
There are, however, some possible techniques to get around this
hard limitation. Running time of cryptographic primitives is a well-
studied area, which also provides some more optimized implemen-
tations which can greatly reduce this side effect of UP IP (see § 5).

3.3 Data throughput
One of the key promises of 5G is data throughput [14]. This is to
some extent proportional to latency, but due to the different designs
of the algorithms this does not directly relate. We provide results
for this factor in Figure 2.

Throughput on a general-purpose system is, similar to the case of
latency, determined by a large number of factors. However, through-
put is not additive like latency, and UP IP may turn out to not be a
bottleneck. This may lead to the practical effect of UP IP on through-
put not being symmetrical with the effect on latency. We will study
this in § 4.3.2.

0 2000 4000 6000 8000
Input Size [bytes]

0

50

100

150

200

250

Th
ro

ug
hp

ut
 [M

B/
s]

  5 MB/s

  251 MB/s

  87 MB/s

NIA1
NIA2
NIA3

Figure 2: Throughput for integrity protection algorithms in
a performance benchmark.

3.4 Conclusion
The three algorithms differ greatly with respect to both latency and
throughput in an isolated environment. The measured latency is
well below normal operational latency of a mobile network and
may therefore be of little impact. The throughput capacity is not
likely to be a bottleneck for NEA2 and NEA3, while NEA1 may
have issues in this aspect.

4 PERFORMANCE EVALUATION
In the next analysis step, we focus on the performance of the in-
tegrity protection algorithms in a real-world scenario. This provides
us with insights about their performance within a complex system
and the consequences that would be visible to end-users. We focus
on latency and throughput, which are regarded as two of the key
side effects of UP IP. The third and last key side effect of UP IP is
power consumption. In a set of preliminary experiments we ob-
served that we cannot reliably distinguish the effect of UP IP from
other influencing factors that affect the power consumption of a
Commercial Off-The-Shelf (COTS) UE. Such factors involve the
physical transmissions, the background activities of the operating
system, and the general battery characteristics of a device. We leave
a more elaborate analysis of the power consumption of UP IP to
future work.

4.1 Experimental Setup
Our setup consists of an Amarisoft Callbox Classic acting as both a
base station and core network. This system offers an off-the-shelf
standalone 5G implementation of commercial quality. The devices
we use as UE are:

• Oneplus 10 5G
• Realme GT NEO 3

Both phones have a 5G Release 16-compliant baseband. We ran
our experiments primarily on the Oneplus 10. We use the Realme
GT NEO 3 for verification of a subset of the results, as it does not
allow the full range of configurations and setups needed in our
experiments. During the measurements, we keep the phones in
close proximity and line-of-sight conditions to the base station and
avoid any user activity on the phone during testing.
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4.1.1 Latency. For latency measurements, we use the ping com-
mand, which measures roundtrip time of a simple message. Due to
the small size of these packets the latency is purely caused by the
time it takes to take all steps needed to transmit one message, and
not due to throughput limitations.

When measuring the latency of a TDD network, there is latency
induced by the time it takes before a suitable uplink or downlink
slot is available. Consequently, the arrival times of packets can
only occur at specific times during a frame (see § 2.3). When the
ping interval aligns with frame timing, some synchronization pat-
terns occur. To avoid this effect, we use a message interval of 107
milliseconds which circumvents the pattern.

4.1.2 Throughput. For the throughput experiments, we use the
curl program with output directed to a sink. In addition to the
controlled traffic that we generate in our experiments, there is an
additional amount of background traffic caused by the operating
system of the phone. Although these extra transmissions are not
part of the controlled traffic, we can assume constant rates for all
repetitions of the experiments. Consequently, the system traffic can
be considered as negligible noise to the throughput measurements.

As a data source we use a simple HTTP server that sends an
infinite stream of data in the same local network as the Callbox. To
avoid any scheduling effects and an overload situation at the mobile
network, we assure that the throughput rates of our measurements
stay below the processing limits of the Callbox. Consequently, all
observed limitations result from effects at the air interface.

4.2 Configuration
In all scenarios we configured the network to either not use UP IP,
or to require UP IP and only allow one specific integrity protection
algorithm. The phones are able to use all available algorithms.

4.2.1 Latency. For these experiments we use the preconfigured
standalone 5G configuration of the Amarisoft Callbox. This TDD
configuration gives a data rate and latency which are comparable
with a commercial network, see § 4.4. We repeat the same experi-
ments in a dedicated low-latency TDD configuration. This allows
us to eliminate effects introduced by the network setup rather than
the UP IP setups. All experiments consisted of 10000 messages.

Note that the Callbox also offers FDD configurations. As prelim-
inary experiments reveal an overall higher latency in the measure-
ments we exclude these configurations from our experiments to
avoid any setup-related bias.

4.2.2 Throughput. To measure the throughput of connections, we
refer to the same configuration as in the latency experiments. All
configurations were run for 3000 seconds spread over 5 sessions.

4.3 Results
Within the latency and throughput setups, we observe the following
characteristics.

4.3.1 Latency. The results for our latency experiments can be seen
in Fig. 3. There is a large difference between the configuration
optimized for latency and the standard configuration. For both
there is a significant increase in latency between the tests without
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Figure 3: Latency in a practical 5G setup for different config-
urations as measured by ping.
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Figure 4: Throughput in a practical 5G setup for different
configurations as measured by curl.

UP IP and those with the various UP IP algorithms enabled. There
is no clear difference between the different UP IP algorithms.

4.3.2 Throughput. The results for our throughput experiments can
be seen in Fig. 4. Again, there is a large difference between the con-
figuration optimized for latency and the standard configuration; in
this case the low-latency configuration results in lower throughput.
For both there is no significant increase in throughput between the
tests without UP IP and those using the various UP IP algorithms,
with the only variant standing out being the standard setup without
UP IP. This variation might be more optimized for stability. There
is no clear difference between the different UP IP algorithms.

4.4 Real-world results
To get a better idea of how representative our lab setup is, we
conduct reference experiments with public commercial networks.
To this end, we use the same test phone and equip it with a SIM
card of a commercial network operator. The network in reach offers
non-standalone 5G and uses an FDD band. Our measurements lead
to the following latency and throughput observations:

• Latency to gateway: 36 ms (±10 ms)
• Throughput: 18.0 MB/s (±2.5 MB/s)
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While this data only covers a single commercial network, it does
provide an indication of how close the performance of our setup is
to that of a commercial network.

4.5 Conclusion
There is a small difference between enabling UP IP and disabling it,
especially in latency. There is no difference between the different
algorithms. This indicates that the differences between the algo-
rithms we measured in § 3 can be overcome. There is overhead
introduced by UP IP in general, although it is possible that this is
an artifact of our setup.

5 POSSIBLE IMPROVEMENTS
While the effect of UP IP on throughput, latency, and power con-
sumption will always be a factor, there are approaches to improve
its performance.

5.1 Parallel execution
Modern multi-core architectures allow improvements in perfor-
mance through parallelization. In our context, where traffic is both
encrypted and authenticated, this could be achieved by computing
the Message Authentication Code (MAC) in parallel with the ci-
phertext. Although MAC-then-Encrypt schemes require a MAC of
the message before applying the ciphering, we are still able to paral-
lelize with the following procedure: First, we encrypt and compute
the MAC independently, which can be done as both algorithms
access the plaintext. In contrast to the classical MAC-then-Encrypt
sequence, we do not append the MAC to the plaintext before the
entire packet is encrypted. Instead, the encryption algorithm puts
out additional keystream bytes next to the encrypted message. In a
joined step, we encrypt (XOR) the MAC with the keystream bytes
and append the encrypted MAC to the encrypted packet. One lim-
itation to this is that this can only be done as a sender as MAC
calculation requires a plaintext.

5.2 Phase separation
For the NIA1 andNIA3 algorithms it is possible to generate theMAC
keystream before the actual message payload is known. For NIA3
the keystream generation does require the length of the payload,
which for some types of traffic can be highly predictable. This
technique is especially helpful in contexts where latency is key.

5.3 Architecture
Many modern hardware platforms offer dedicated instructions for
certain cryptographic primitives, which allows carrying out proce-
dures in fast hardware implementations. Such a dedicated instruc-
tion set exists for NIA2 on many platforms, as it is based on AES,
while for NIA1 and NIA3 there only exists academic work [15, 16].
Whether this can be applied depends on the device instruction set.

Another architecture-specific optimization that can be applied
is the use of specialized instructions for certain large operations
that occur in cryptographic computations. The most prominent
example of this is vectorization of arithmetic operations in a loop,
which can be automatically applied by modern compilers. Most
platforms provide a set of these instructions, but since this is not

a unified format any platform-specific optimizations do not carry
over directly.

5.4 Alternative algorithms
While our performance results were not constrained by the differ-
ences between the algorithms this may not be the case for future
applications of 5G, where the limits of latency and throughput
are pushed even further. This would motivate the use of new and
performance-optimized algorithms such as GCM or Poly1305. How-
ever, these raw algorithms do not fit the specification’s current
interface concept. To overcome this two strategies are available.

One option is to give new algorithms the same individual treat-
ment as the existing ones. For example, integrating Poly1305 into
this setting requires generating a one-time key used as input for
the integrity algorithm. We can use an encryption algorithm to
accomplish this step, which is similar to NIA1. Due to this simi-
larity to an existing algorithm, it is trivial to repeat this step for
Poly1305. To realize this in the specification, the 3GPP must agree
on an encryption algorithm that provides the one-time key. Options
range from the existing SNOW3G, AES, and ZUC algorithms to the
newer SNOW-V [10] or ChaCha.

The second option is to take a step back from the current con-
cept to create a closer connection between the encryption and
integrity algorithms and their interaction. This step is in line with
the AEAD approach that combines suited couples of algorithms,
e. g., AES-GCM, ChaCha-Poly1305. A positive side-effect of this
is the increased trustworthiness of the combined algorithm. For
example, we can assume that ChaCha-Poly1305 is fully secure if
the underlying ChaCha encryption is secure. Despite the advan-
tages on different levels, this adjustment requires a more significant
conceptual change in the current specification.

6 DISCUSSION
Enabling UP IP does introduce overhead for 5G connections. Our
experiments indicate that there is a measurable difference in prac-
tice between enabling UP IP and disabling it, while our algorithm
analysis shows clear differences between the individual algorithms.
We discuss how our practical performance experiments and our
isolated algorithm analysis relate. We provide pointers to future
work based on the effects we observe throughout our experiments.

6.1 Algorithm results in practice
While our algorithm analysis in § 3 shows a clear difference be-
tween the three UP IP algorithms, there is no discernible difference
between them in a practical setting. Our performance evaluation
does indicate a clear effect of UP IP on latency, but little to no effect
on throughput. The latter could be caused by UP IP not being a
bottleneck factor for mobile traffic, as mentioned in § 3.3. In all
practical cases the effect of UP IP is limited enough to not signifi-
cantly impact the user experience, especially since latency has less
of an effect on most mobile users than throughput [18].

6.2 Implementation
While we have tested reference implementations (§ 3) and discussed
possible improvements to these (§ 5), implementation details of the
algorithms are opaque to us (§ 4). Authors of future work could
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gain additional insights into a system with provided source code,
although there are currently no open-source frameworks which
offer performance of the same quality as commercial networks.

Our current setup produces some unexplained effects that may
be due to implementation. One example of this is the fact that all
UP IP algorithms gave the same level of latency increase and that
this increase is higher in a normal than in a low-latency config-
uration. Other implementations could also benefit from using a
FDD configuration. Low-latency communication is a complicated
engineering challenge that could lead to effects around UP IP that
are not directly caused by the different algorithms.

6.3 Power consumption
In our current experiments we were unable to extract reliable data
on battery consumption in a phone. This is partly caused by in-
complete information regarding what the phone regards as “fully
charged”. It is also impossible to fully control an off-the-shelf smart-
phone operating system, which causes noise regarding which back-
ground processes are active. Future work would have to get a more
complete insight into power management and limit the system to
achieve consistent results.

7 RELATEDWORK
As the upcoming mobile generation 5G is the first to implement
integrity protection for user plane traffic, prior work in this context
is limited. However, we can learn from the history of cryptography
in previous mobile generations and related work in the context of
performance optimizations for algorithms.

Encryption has been a feature of mobile networks since the first
widely-available generation 2G (GSM). Prior work shows how these
algorithms can be broken [6] or even are weakened by design [7].
The next generation 3G (UMTS) introduces integrity protection
for control traffic and stronger cryptographic algorithms based
on KASUMI, which is vulnerable to a related key attack [8], and
SNOW3G [11], which is still in service today in 4G and 5G. To
further improve security standards 4G (LTE) introduces AES and
ZUC, which were carried over to 5G.

Over the years there has been research on optimization of the
cryptographic procedures used, such as for SNOW3G [15], ZUC
[16], and mainly for AES [5, 17]. There has also been research on
the complexity of these procedures [12]

8 CONCLUSION
Integrity protection is a fundamental security mechanism for 5G
to ensure data integrity and authenticity. Despite these crucial
benefits for the security of 5G, integrity protection is optional to
use. Performance impairments like a higher latency or decreased
throughput contradict the high intended performance standards
of 5G and are an obstacle to the large-scale use of integrity protec-
tion. In this work, we provided a first experimental analysis of the
benchmark performance of specified UP IP algorithms, as well as a
first evaluation of performance in practice. We discuss how differ-
ences between the algorithms do not directly result in performance
differences. Practical performance is only impacted significantly in
terms of latency, and we point out various implementation details
that could lead to performance improvements. This shows that the

overhead caused by UP IP does not need to impact users, which
paves the way for more secure mobile networks.
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