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ABSTRACT

Falls are one of the leading causes of death in the elderly people
aged 65 and above. In order to prevent death by sending prompt
fall detection alarms, non-invasive radio-frequency (RF) based fall
detection has attracted significant attention, due to its wide cover-
age and privacy preserving nature. Existing RF-based fall detection
systems process fall as an activity classification problem and as-
sume that human falls introduce reproducible patterns to the RF
signals. We, however, argue that the fall is essentially an accident,
hence, its impact is uncontrollable and unforeseeable. We propose
to solve the fall detection problem in a fundamentally different
manner. Instead of directly identifying the human falls which are
difficult to quantify, we recognize the normal repeatable human
activities and then identify the fall as abnormal activities out of the
normal activity distribution. We implement our idea and build a
prototype based on commercial Wi-Fi. We conduct extensive ex-
periments with 16 human subjects. The experiment results show
that our system can achieve high fall detection accuracy and adapt
to different environments for real-time fall detection.
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1 INTRODUCTION

Fall is an important global public health issue [37]. Every year there
are approximately 37.3 million fall-related injuries that require
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Figure 1: Diversity of falls.

medical attention and directly cost $34 billion [7]. Clinical reports
show that timely treatment (<1 hour) can prevent deaths from fatal
falls [58]. Therefore, an effective fall detection system is necessary
to facilitate timely treatment and benefit the current aging society
where more and more elderly people are living alone [12].

Existing fall detection solutions can be classified into two cate-
gories: wearable-based solutions and device-free solutions. Medical
research has reported that wearable-based solutions do not work
well in practice due to the burden of carrying and charging those
devices from time to time [16]. In contrast, device-free solutions in-
cluding computer vision (CV) based, acoustic-based, and RF-based
are more user-friendly. Among them, the CV-based solutions cannot
work under dim light conditions, occlusions and often compromises
user privacy. The acoustic-based solutions are limited by its sensing
range (<4.5m) [56] and possibly subject to restriction by ambient
loudness (<40dB SPL) [33]. However, RF-based solutions are not
constrained by the above and also cost-effective as they take the
advantage of existing ubiquitous communication infrastructures
such as WiFi APs.

Existing RF-based fall detection systems [38, 51, 53, 57] consider
falls as a type of normal human activity and applies traditional
human activity recognition method to identify the falls out of simi-
lar activities such as sitting, sleeping and jumping. Generally, the
solution consists of off-line training and on-line inference. During
the off-line training, the system builds up a model based on feature
engineering [38, 57] or machine learning [51, 53], to separate the
falls from other human activities. The RF signals are collected for
training purposes when the human being performs a set of pre-
defined activities, such as falling, sitting and jumping. The system
then applies the trained model to identify falls from the received
signals. All existing solutions implicitly assume that human falls in-
troduce reproducible patterns to the RF signals which can be captured
by the trained model and used to differentiate the falls from other
activities.

In this paper, we revisit such a problem and argue that the sig-
nal patterns introduced by human falls are full of randomness and
consequently hard to be fully captured by trained templates. Our
key intuition is that the human fall, by its nature, is an accident
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that is unforeseeable and the human reaction is highly uncon-
trollable, introducing highly dynamic disturbance to the wireless
signals. Specifically, as depicted in Figure 1, there are diverse causes
of human falls, such as a stumble, a slip, loss of consciousness, loss
of balance, a sudden fright, etc, which may result in randomness,
e.g., a stumble or a slip may result in displacement of the human
body. In contrast, a person stays at the same place if he loses his
consciousness. In addition, the free range of movement in the joints
of human body brings in another level of randomness when the
human being cannot properly control his behavior during the falls.
Extracting representative features of the human falls becomes im-
practical because of such uncontrolled randomness. Even collecting
adequate data is challenging because one person can hardly repeat
real and uncontrollable falls.

With the above observation, in this paper we handle the fall
detection problem in a fundamentally different manner. Instead of
seeking features to characterize the unforeseeable and uncontrol-
lable human falls, we turn to solving an easier problem: recogniz-
ing normal repeatable human activities including but not limited
to jumping, sitting, and walking. We formulate fall detection as
adaptive anomaly detection and identity an abnormal activity that
cannot be classified as any of the known activities as a fall. Our
hypothesis is that after an adequate time period of training, a self-
supervised learning process will eventually perfect the model to dif-
ferentiate uncontrolled falls from other repeated controlled human
activities. To prune the search space and speed up the convergence
of the model training, we apply analyzable signal processing to
early filter out non-fall human activities with distinguishable sig-
nal features. Our observation suggests that falls change the status
of the human body in a short period of time and thus introduce
high frequency components to the signal variations. We feed the
identified suspicious fall-like activities to a deep neural network
called FallNet to recognize the true falls. Specifically, the FallNet
trains an auto-encoder [22] to learn a compressed representation
of normal fall-like activities. When used for inference, the auto-
decoder is only able to accurately reconstruct the normal fall-like
activities but not real human falls. The FallNet, therefore, identifies
the activities that result in large reconstruction error as falls. After
deployment, the FallNet is continuously updated using the freshly
collected data in a self-supervised manner, so it evolves to adapt
to the local propagation environment and the particular human
subjects that the system monitors. We expect that the FallNet will
eventually perfect its detection accuracy and false alarm rate over
time.

To realize our idea, we implement a Self-supervised Incremental
learning Fall detection system, SiFall. To the best of our knowledge,
SiFall is the first RF-based fall detection system that can work in
real time for online fall detection on a daily basis across different
human, different environments and different types of activities.
SiFall possesses the following three advantages:

o SiFall works with daily human activities in runtime - WiFi
CSI samples are dynamically processed, segmented, and dis-
criminated to detect ongoing "falls".

o SiFall’s self-learning process can adapt to the variation of
human subjects, environment, and types of falls. The core
anomaly detection model of SiFall evolves during its use;
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o SiFall separates the signal processing from its machine learn-
ing model, which is designed to be lightweight and may
easily be accommodated at the edge devices.

The developed SiFall prototype has been comprehensively eval-
uated with a total amount of over 92 hours of test data collected
from 16 human subjects of different ages and genders. During our
experimental evaluation, SiFall is able to achieve 98.3% accuracy in
a real-world setting with extensive movements. During a continu-
ous three-day adoption in a normal living environment, SiFall is
able to detect 94.1% falls with only one false alarm in the end.

2 CHALLENGES AND OPPORTUNITIES

This section first discusses the challenges in developing a practical
RF-based fall detection system and then presents the key observa-
tions and opportunities.

2.1 Challenges

2.1.1  Fall Ambiguity. There is no uniform quantitative definition
of "fall" in medicine, biology, or physics. According to the World
Health Organization (WHO), fall is a subjective term, which is
measured by the level of discomfort in the human body after a
person accidentally lies on the ground or other low level [37]. As a
result, it is hard to identify a quantified signal template to feature
the "fall” when performing RF sensing. Besides, the orientation and
the reflection surface of the human body may impact the reflected
RF signal which leads to inter-activity similarities (e.g., falling v.s.
lying down) [1, 31]. Other factors including deployment layout
and individual difference may also contribute to the ambiguity in
defining and quantifying the "fall" in the RF signal space.

2.1.2  Data Scarcity. Recent advances in deep learning allow learn-
ing powerful discriminative models from a number of represen-
tative samples [14], which may bypass the difficulty in defining
precise signal templates of "falls". However, since the "falls" are
high exceptional human activities that often occur uncontrollably,
it is extremely difficult to obtain sufficient repeatable real-life data
samples containing different types of falls, leading to a data scarcity
issue. Most existing fall detection studies depend on learning from
artificial fall samples collected from the laboratory environment
and thus may have gaps in detecting real falls that take place in
daily life. The lack of fall data may also result in class distribution
skews where the learned model is biased towards the majority types
of falls and may have poor predictive performance for other types
of falls. As long as the types of falls are not sufficiently emulated,
the learned model may be unreliable with poor generalizability.

2.1.3  Unstructured Input Signal. Human motions, even of the same
type, may last for different durations of time, and as a result, the
relevant RF signals are unstructured and of different lengths. The
processing of variable-length input signals is very different from
processing fixed-length data samples in many machine learning
models. Real-time processing of variable-length sequences is par-
ticularly difficult because data structurization techniques like se-
quence padding or dynamic template mapping can hardly be applied
in real time [50]. In addition, real-time segmentation of the RF sig-
nals from consecutive activities is also challenging, the inaccuracy
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Figure 2: STFT segments across activities and testing subjects.

of which may lead to inconsistency of features in the machine learn-
ing model. Most existing fall detection solutions assume pre-defined
fixed-length RF signal input.

2.2 Opportunities

While the practical challenges suggest extreme difficulties in learn-
ing the RF templates of human falls, we observe that there is an
opportunity on the other hand to categorize human daily activities
as they are usually repeatable and there exist plenty daily data
samples for training a model to describe them. To showcase such
an observation, Figure 2b visualizes the extracted WiFi signal fea-
tures after short time Fourier transformation (STFT) across various
human activities (details in §3.2). Figure 2a depicts the STFT seg-
ments collected from the same testing human subject and Figure 2b
depicts those collected from three different human subjects. It is
obvious to see that the daily human activities give very consistent
STFT patterns, e.g., the kneeling and sitting patterns in Figure 2a.
Even across different human subjects the patterns of the same daily
activities remain consistent, e.g., the kneeling and sitting patterns
in Figure 2b. The "falls" however appear highly varied and non-
repeatable across the types, e.g., the "stop fall", "walk fall", and "slow
fall" (details in §4.2), as well as the testing human subjects. The
above observations suggest that it is reliable to train a model to
accurately describe the normal daily activities and as an oppor-
tunity to identify "falls" as abnormal outlier output from such a
model. As there are plenty of daily activities to see when the sys-
tem is deployed in reality, a self-supervised learning scheme may
continuously perfect the trained model with improved accuracy in
distinguishing the falls from normal daily activities.

3 SYSTEM DESIGN

A desired fall detection system should have the following charac-
teristics: (i) it must work in real-time and detect falls with run-time
data input; (ii) it must be able to evolve itself without involving
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human efforts to label the data samples; (iii) it must adapt to envi-
ronment and different users. In this section, we present the design
of SiFall, a system that accommodates the above design consider-
ations. We begin with the system overview followed by fall-like
activity segmentation and the design of FallNet.

3.1 Overview

SiFall consists of a front-end to process RF signals and a back-end
server to train the neural network model and detect the fall, as
shown in Figure 3.

SiFall’s front-end collects WiFi channel state information (CSI)
measurements, denoises the CSI and extracts the dynamic compo-
nent of the CSI to obtain an approximate RF-signal description of
human movement. Finally, a lightweight algorithm is used to quan-
tify the motion intensity and segment the RF signals accordingly
(§3.2). In the end, SiFall applies short-time Fourier transformation
(STFT) to derive the time-frequency spectrum of each piece of
segmented RF signal clip and supplies the STFT spectrum to the
back-end server for fall detection. The purpose of the front-end
signal processing is two folded: to early rule out normal activities
that possess clear daily activity features, and to present segmented
RF signals with data cleansing. Typical daily human movements
without high-frequency components are expected to be filtered out
to narrow down the learning space of the back-end neural network
model.

In the back-end server, a self-evolving deep neural network called
FallNet takes the segmented RF signal as input and identify the
falls from the normal fall-like activities. The FallNet is designed
based on the auto-encoder framework to do the self-supervised
learning where the encoder learns a nonlinear mapping from the
unstructured RF-signal space to uniformed compact latent feature
space and thus addresses challenge from the unstructured input
signal. The decoder learns the mapping from the latent space back
to the RF-signal space with the goal of reconstructing the original
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Figure 3: Overview of SiFall

RF-signal as closely as possible. After training with a large num-
ber of repeated regular human activities, the FallNet establishes a
Gaussian mixture distribution of normal human activities in the
latent space (§3.3) and thus is capable of accurately recognizing
and recovering the RF-signal clips of normal activities. When de-
ployed, the FallNet classifies the fall-like RF-signal clips that can be
well reconstructed as normal daily activities and those RF-signal
clips that cannot be reconstructed as falls. The FallNet is continu-
ously updated with RF-signal clips of repeatedly-appearing normal
human activities fed from the front-end (§3.4).

3.2 RF signal Segmentation

3.2.1 CSl Extraction and Denoising. The received WiFi signal can
be modeled as:

Y(f.t) = H(f,t) x X(f. 1) 1)
where X(f,t) represents the signals carried at subcarrier fre-
quency f and time point ¢ and H(f,t) denotes the CSI value at
f. The CSI describes how the RF signals are transformed by the
current wireless channel - the amplitude attenuation and phase
rotation of different frequency components due to multipath re-
flection, diffraction, and scattering by objects in the environment.
On top of that, RF chipset processing at WiFi transceivers may
introduce additional distortion and noises [59, 60]. Therefore, we
perform necessary data cleaning to eliminate the impact of the
hardware imperfections.

The CSI H consists of a static part induced by ambient environ-
ment Hg and a dynamic part related to human movement Hy. CSIis
also subject to WiFi hardware distortion Hy,. Therefore, we model
the overall CSI as:

H(f.t) = (Hs (f,t) + Hg (f,1)) - Hp, (f,1)

~(H () + Ha (£.0) - 1 (p eFosawe @
where ¢1(t) is the amplitude scaling caused by automatic gain
control (AGC), e2(f, t) represents the phase offset introduced by the
combination of packet detection delay (PDD), sampling frequency
offset (SFO) and sampling time offset (STO), &3(t) is the phase offset
caused by the carrier frequency offset (CFO), and ¢4 is the initial
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phase offset of the radio chains. We utilize relatively clean CSI
amplitude and mitigate the impact of noisy CSI phase by calculating
the conjugate multiplication of CSI as H(f, t) for each subcarrier:

H(f,0) = H(f,t) H(f,1) = & (1) |Hs (f.0) + Hg (£, )]*, (3)
The resulting H(f, t) is still affected by the amplitude scaling ¢; (t)
that AGC introduces. To visualize the impact of &1 (), we collect
CSI measurements from a static environment and calculate CSI
amplitude across subcarriers in Figure 4 (upper left), from which
we see that the CSI amplitude curves across subcarriers are similar
but not identical. The reason is that the amplitude scaling factor
£1(t) is time-varying but consistent across subcarriers. We note that,
because of the amplitude scaling factor, the CSI amplitude of a single
subcarrier H(f, t) is time-varying even when the environment is
static and thus cannot capture the dynamics introduced by the
human motion.

3.2.2 Capturing Channel Dynamics. We use the variations of the
CSIamplitude curve to capture the channel dynamics introduced by
human motion. To illustrate the intuition, we plot the CSI amplitude
when the human is moving in Figure 4 (upper right), from which
we see that the shape of amplitude curve varies significantly in
non-static environment. We use cosine similarity to quantify the
similarity between consecutive CSI measurements:

(H(tn), H(tn-1))

S n) = ~=x =
) = B o) V)

4

where H(t) = [I:I(fl, tn), -+ -I:I(fM, tn)] represents the CSI ampli-
tude vector of all M subcarriers sampled at n-th time point. We plot
the calculated S(t) for CSI collected from both static and non-static
environment in Figure 4 (bottom), from which we see the variation
of the S(t) accurately captures the dynamics of the wireless chan-
nels, because the normalization operation to compute similarity
essentially removes the effect of AGC and thus ¢ (t) is removed.
We note that, the similarity S(t) is affected by CSI sampled at two
time point, so its value may also vary when the sampling interval
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varies, adding another unpredictable factor. In our implementation,
we introduce a reference vector 7 = [1,...,1] and derive S(t) as
the similarity between the H(t,) and the reference vector. We use
the variance of S(t) across 0.1s and above a threshold T to detect
the human movement.

3.2.3 Segmenting Fall-like Activities. To forge efficient online de-
tection and relatively consistent feature extraction, we propose a
heuristic algorithm to segment fall-like activities from continuous
monitored RF signals. The key observation is that a fall and fall-like
activity (e.g. Sit, Jump and Squat) usually comes to a full pause
at the end of the motion before transitioning to next movement,
which may be due to the direction change of the movement (vertical
to horizontal). Similar observation has been reported in previous
studies with WiFi [53] and RFID [10] signals as well. Therefore,
we segment S(t) in a backtracking manner from an observation of
motion pause, which is easier to capture than the actual start of
an activity. Meanwhile, as the channel dynamic is caused by the
human movements, we derive an approximate acceleration descrip-
tor a to help further filter out daily movements accompanied by
a pause with low-intensity (e.g. walk and stop). In addition, we
assume the RF signals collected after a fall are also useful and thus
a greedy algorithm is used to keep monitoring the S(t) to window
the entire fall-like activity.
The approximate a is computed by using the relationship [43]:

d

2 d
a(t) = Fs(t) =Aq /o ®)

where A is wave-length of the subcarrier wave, fp(t) is the Doppler
frequency shift. We approximate % fp(t) by computing STFT of
S(t) as STFT is used to capture the frequency component in a small
time duration and the frequency component change is caused by the
relative movement between transceivers and the reflecting human
body. Denote the STFT spectrum as S € RFXT | where F is the fix
frequency bins and T is the number of time bins. For each time
bins, we have a vector of approximate d% fp(t) denote as 7, 7 € RE.
We search max(v) as the function of indices of frequency bins that
exceed the noise floor via dynamic programming such that:

T
max(v) = argmaxZSiyﬁ.,
S fri=t
st. |fi—fisil<=Li=2,---,T.

(6)
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max(v) = %fp(t) so a(t) may be obtained by calculating Amax (v).
We consider a(t) > © = 2.5 indicates a potential fall-like activity as
the human normal acceleration in walking is less than 2.5m/s? [63].
Figure 5a is the STFT spectrum derived from S(#) contained in Fig-
ure 4 and Figure 5b is the max(v) derived from the STFT contained
in Figure 5a.

When applied in real time, once the variance of S(t) is estimated
below I, suggesting a pause after a move, SiFall records the time
as t,,q and then searches if there exists a(t) > 2.5 in the past
five seconds (¢ € [topq — 5, tend]) and records the max(a) and its
corresponding time as tpgx-

An online greedy change point detection algorithm [28] is ap-
plied to continuously update t,,4 for one second afterwards to

o
obtain e

C (S(tend : tj;nd)) +p<C (S(tend : t:nd+1)) )
where C stands for the error of the linear regression and f is a
penalty value. The rationale behind is that the RF signals collected
after the fall-like activity may also contain useful information for
identifying the fall.

In the end, SiFall extracts S(¢) between [tmax — 3s, th d] and per-

forms STFT on S(t) to obtain the fall-like segments. The additional
three-second time before ty,4x is used to include as complete fall-
like activity as possible because we would rather contain redundant
signal data as compared to missing any possible important data.
Note that the lengths of STFT segments and their corresponding
spectrums are variable because the time between t;4x and t*n
depends on the duration of the captured activity. Following that,
the STFT segment of the fall-like activity is supplied to the neural
network in the back-end for affirmative fall detection. Algorithm 1
defines the whole backtracking segmentation process.

Algorithm 1: Fall-like Segmentation Algorithm
Input: S(t); Threshold: ©,T’; Penalty: §; fs
if movstd(S(t),fs/10) <T; then

record t as t,, g, S=STFT([S(t-5fs),...,S(t)]);

if max(v) > © then

record tmax;
while t <t,,5+fs do
err()=C (topg : 1);
if err(t) > err(t-1) + f then
L t:nd:lL -1
continue;
temp = [S(tmax — 3fs),$(t:nd)];
seg = STFT(temp);

3.3 FallNet Design

The difficulty now lies in identifying ongoing falls from those RF
clips of fall-like activities. This section elaborates on the design
of FallNet, which is able to further identify falls from the RF clips
of fall-like activities. Specifically, we learn the complicated distri-
bution of normal fall-like activities by a variational auto-encoder
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based FallNet. When used for inference, the FallNet is only able
to accurately reconstruct the normal fall-like activities but not
real human falls. We, therefore, identify the activities that result
in large reconstruction error as falls. We first construct the core
encoder-decoder architecture of FallNet, which does not rely on
data annotation and is able to accept unstructured input data. Then,
we elaborate on some special designs of FallNet to cope with partic-
ular issues. Finally, we import the variational inference technique
to FallNet to make it more generalizable.

3.3.1 FallNet Architecture. We design FallNet based on autoen-
coder architecture which is a well-known deep learning framework
to compress data without labels. The ability to compress data shows
its high ability to understand the intrinsic relationship between the
compressed data and the original data, hence, a trained encoder
is also widely used as a feature extractor. We train the encoder-
decoder only based on the fall-like STFT segments collected from
daily activities so the FallNet learns the representative features of
daily activities. When used for inference, the encoder-decoder is
able to fully reconstruct the signals of those repeatedly seen normal
activities.

Encoder. The input to the network is the signal clip of the ith
activity x; € RFXT(DXC from a total number of N activities, where
the F is a chosen frequency resolution of the STFT image, T (i) is the
time duration of the activity, which might vary across activities, and
C is the number of spatial streams(between Tx and Rx antennas).
Therefore, the complete information of the three domains, i.e., time,
frequency and spatial, are fed into the FallNet. The encoder of
the FallNet learns a nonlinear transformation g : X — Z that
maps the original data space X C R™() with variable dimensions
and inconsistency to a compact latent feature space Z C R” with
uniform dimension. m(i) denotes the flattened dimension of x; and
n represents the dimension of the latent space of features that are
most representative to describe the activities such that:

z=Fg (%, Og)

where Og is a set of parameters of the encoder. As the encoder
learns the most representative features and automatically filters
out the redundancy, it works well with the STFT segments, which
may be longer than the actual activities.
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The ability of the encoder to project variable-length data space
into a uniform latent feature space is owing to our fully convolu-
tional network structure design of the building blocks. The convo-
lution operation itself intrinsically can cope with input of varying
lengths, although many people don’t notice this because the con-
volution operation is usually used to process images that are of
same length. The convolution operator in fact works on local tensor
regions and depends only on relative spatial coordinates determi-
nated by the convolution kernel size [19] (refer to Appendix B for
more details). As a result, when using the "same padding” [19] in a
convolution layer, for an input with dimension F X T (i) X C, the
output will be with the dimension of F x T(i) X C’, where the only
change is the channel dimension C’, depending on the number of
convolution filters. In particular, the encoder of FallNet consists of
five building blocks of decreased size that are stacked together. Each
building block consists of two convolution layers with instance nor-
malization (IN) [52], an activation function of LeakyReLU [61], and
a max-pooling layer. All convolution layers fix the convolution
filter size to 3 which simulates a larger filter while keeping the
benefits of smaller filter sizes in order to reduce the computational
overhead [48]. IN is used to cope with the antenna imbalance is-
sue. LeakyReLU is the activation function to bring in non-linearity
ability of the network and it can avoid the dying ReLU problem.
Max-pooling is used to achieve translation in-variance over small
spatial shifts in the input tensor [49]. The max-pooling layer will
decrease the size of the input to half so that the final output size
of each building block is F/2 x T(i)/2 X C’. At the end of the five
building blocks, we first average pooling the feature values along
the time dimension with an index to record its dimension. Note that
C’ is determinated by the number of convolution filters which is
controlled by us and the F is fixed, a fully connected layer hence can
be used to conduct channel-wise linear transformation to map the
tensor to a fixed-length vector z with n dimension that represents
the extracted features.

Decoder. The decoder learns to reconstruct the input signal x;
from the output z of the encoder, such that

x=Fp (2 60p)

where % is the reconstructed signal, and Oy is a set of parameters
of the decoder. To reconstruct %, the decoder needs up-sampling
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Figure 7: Up-pooling diagram.

oprations to map z back to the size m(i) of the original input smaple
x(i). In consequence, the decoder and the encoder are symmetric
with the same number of building blocks, except that the max-
pooling layers at the encoder is replaced by up-pooling layers at the
decoder. As up-pooling [6] utilizes the 2-bit indices stored during
max-pooling operation in the encoding phase and up-samples the
feature map by filling the values directly to the index position and
zero-padding the remaining positions. It avoids parameter learning
to reduce the computation overhead. Figure 7 illustrates the up-
pooling operations.Another small detail is that the decoder first
uses the record index from the previous average pooling operation
to zero-pad the z back to the dimension before the fully connected
layer, then goes through the five identical building blocks of the
decoder.

Consequently, the goal of the FallNet is to learn the parameter
sets of encoder and decoder satisfying:

(65,60 = argminBy—x [llx- 7 (75 (x ). O) I]
6g.6p
It is worth noting that this learning process only needs the input
sample x and does not require any labelled data, therefore, it can
benefit from substantial and easily accessible RF samples of daily
activities.

3.3.2 Coping with Antenna Imbalance. CSI collcted from different
antennas may have different amplitudes, which lead to the imbal-
ance of the power of STFT spectrums. The removal of AGC impact
in the CSI denoising phase further amplifies this issue. As the C
channels of input tensor corresponds to different Tx-Rx antenna
streams, the FallNet adopts IN that normalizes the antenna streams
with learnable affine parameters y , ff to cope with the antenna
imbalance:

X—p
Vo? +e

where p1 and o2 are computed across spatial dimensions indepen-
dently for each channel so that every spectrum has the same range
of values. € is a small constant added for numerical stability. Noted
that the FallNet removes the commonly adopted Batch Normaliza-
tion (BN), as the data samples in our case are generated online and
may follow different distributions. IN has the same characteristics
as BN does, which helps the entire neural network to alleviate gra-
dient saturation and accelerate convergence [24] (refer to Appendix
A for more details).

INy 5 (X) = )/5(: + f, where X =

3.3.3 Coping with RF Data Scarcity. Although the training of the
FallNet is free from data annotation, making it possible to con-
tinuously learn from daily fall-like activities, it is not realistic to
enumerate all possible fall-like activities. Besides, some types of
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activities may be relatively dominant owing to specific user activity
patterns. As a result, FallNet may be prone to be overfitted. To
make the FallNet resistant to such overfitting and be generalized to
function properly, instead of using a vector z with n dimension to
represent the learned fall-like activity features, we adopt a bottle-
neck layer with stochastic sampling operation to make the FallNet
become probabilistic.

The reason for doing this is based on our observation (Figure 2)
that fall-like activities of the same type are similar, though not
identical. By introducing this prior knowledge, we can construct
the obtained samples with certain distributions and assume that
the same type of activities come from the corresponding distribu-
tion to obtain more general sample characteristics. We, therefore,
import such prior knowledge into the network, allowing the neu-
ral network to learn more generalizable features from the limited
data. In particular, we assume that each of the n features of the RF
signals follows a normal distribution due to different body shapes
or orientations. Refer to Figure 2b to see that the same actions
performed by a single person or multiple persons have similarity
due to the kinematic consistency. Thus, in the feature space, sam-
ples from each normal activity group A, are supposed to follow
an n-dimensional Gaussian distribution as the activities from the
same group (e.g., sit, bow, or jump) are repeated and controlled. We
denote a certain activity group as A with number of j© samples.
Ideally, all normal samples from different daily activities together
form a mixture distribution of Gaussian.

With such prior knowledge, we therefore impose the constraint
to FallNet’s learning process and force it to learn a mixture Gaussian
distribution over the latent feature space, rather than learning a vec-
tor of feature representations z that may be over-fitted with limited
data samples. To this end, we modify the output of the encoder from
z to two vectors . and o, that represents mean and variance of
the activity group Ac that each training sample belongs to, respec-
tively, where p¢, o, € R, n is the number of features. The FallNet
learns the two vectors to parameterize the feature distribution of
Ac. A constrain loss is added to minimize the Kullback-Leibler (KL)
divergence between the learned disrtibution of the parametric rep-
resentation and the desired distribution p (z|x € Ac) ~ N (e, 0'3)
such that:

Le=—; Zl () + (i) ~log (i) - 1)

where p(i) and o(i) denote the i-th element of the n-dimensional
vectors y and o. In such a way, each activity is modeled as a mul-
tivariate Gaussian distribution with n-dimensional features in the
latent space. Different activities have different mean vectors . and
variance vectors o, to represent different Gaussian distributions.
As the number of samples increases, the hidden space gradually
forms a complex Gaussian mixture distribution:

po(2) = L (v e e | pec?)

If the latent distribution is valid, correspondingly, any of the latent
space samples from the distribution should be able to reconstruct x
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well. Therefore, the input of the decoder now becomes a z that is
stochastically sampled from the corresponding y and o such that

x=Fp ((5z~ N (p,az) , 92))

where § represents a random sampling operation. On the other
hand, the back-propagation of training neural network requires
deterministic operations at each neural network nodes which iter-
atively pass the gradients and apply the chain rule. The stochas-
tic sampling operation however is not a continuous function and
thus not differentiable to obtain the gradient. To make the neu-
ral network trainable, the FallNet adopts the reparameterization
technique [30]. It generates random ¢ from a standard normal dis-
tribution NV (0, 1) independent of the neural network nodes. The
latent sample z is obtained through scaling and transformation by
z = p+ o X ¢. The reparameterization allows z to be sampled from
the corresponding distribution of y and o at each iteration while
the random sampling itself is not involved in the training process.
As the sampled z is deterministic at each iteration its gradient can
be back-propagated to train the entire neural. Consequently, the
objective of the FallNet is revised:

arg minBy—x [[lx - 7 ((x + o X £, 0p) 2] & ~ N(0,1)
#,0,6p

In addition, the FallNet design also employs data augmentation
scheme to compensate the data scarcity and improve model gener-
ality. The FallNet imposes two specific augmentation schemes: (i)
To simulate a low SNR scenario, before being converted to STFT
spectrums, for each segmented S(t), we add Gaussian white noises,
which equals to adding noises in the channel domain of the input
tensor; (ii) To alleviate the limitation of time resolution due to the
fixed STFT window length. Each input tensor x; goes through three
rounds of random horizontal shift [42], with the shifting length
smaller than the STFT window length. At the end we are able to
fabricate 24x the amount of original data to augment the training
size.

3.4 Online Detection and Model Updating

After pre-training with a normal activity dataset X, the FallNet
has established the distribution of the anchor daily activities in the
latent feature space. Let each activity segment x go through the
FallNet, we can derive the statistics of reconstruction error of the
dataset including its average a and median y. In the online detection
phase, the FallNet takes the real time segmented STFT samples for
inference in a single run, and measures its reconstruction error e. If
e > 2a, it is detected as a fall and at the same time « and y remain
unchanged. If @ < e < 2a, the system takes it as a suspicious daily
activity and saves the segmented samples for feature reference,
but & and y are recalculated and updated accordingly. Once the
change of y exceeds a threshold, the system takes it as an indication
of significant change in the environment. If e < «, the system
updates the o and y and then performs data augmentation where
a minij-batch of augmented data samples are fed to the FallNet for
retraining the model. Therefore, the system keeps evolving with
the feedback of reconstruction error e and adaptively updates the
threshold « to determine falls.
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As the system runs in real-time, the incoming fall-like samples
for inference may bring two types of distribution shift, one being
the semantic shift caused by the individualized movement patterns
across people, the other being the covariance shift due to environ-
ment variation over time. As SiFall eliminates the environment
impact by extracting the dynamics of RF signals, the covariance
shift is well accommodated along with the continuous update of
the FallNet. The saved suspicious daily data samples are utilized
to deal with the semantic shift. Whenever an adequate amount
of suspicious daily data samples (i.e., 50 as set in our current im-
plementation) are collected, SiFall performs principal components
analysis (PCA) to reduce the dimension to n and then performs
mean-shift clustering [41] to identify N clusters. Two criteria are
applied to handle the cluster points, namely, representativeness
and diversity. We examine the largest cluster as it indicates many
repeatable activities which are unlikely to be human falls. SiFall
retrieves the signal segment of the centroid of the largest cluster,
produces 24X augmented data, and feeds that to the FallNet for
model retraining. SiFall also notices when there is a cluster that
is far away from other clusters. The cluster is taken as a potential
undiscovered user activity group and its signal segments are kept
for later examination when adequate amount of such suspicious
data are collected. The remaining signal segments are discarded and
the counter is updated till next time the number of saved samples
reaches 50.

Based on the above described mechanism of automatic model
update, SiFall does not require explicit human intervention for most
of the time. Only when a "fall" is detected SiFall triggers an alarm
for possible human intervention. The corresponding data samples
are saved with a timestamp regardless whether the detected "fall"
is a true positive or false positive. The human user may examine
the saved "fall" samples at any later time to decide whether they
are true positives in which case the samples are discarded, or false
positives in which case the samples are augmented and fed back to
the FallNet for retraining.

4 EVALUATION

In this section, we evaluate the performance of SiFall. We first
introduce our experimental settings and then present the results.

4.1 Experimental Setting

We implement SiFall with two commercial off-the-shelf (COTS) APs
as the Tx and Rx to collect the WiFi CSI, one laptop connected to
the Wi-Fi receiver to serve as the front-end edge server and one
back-end server. We use a camera to capture the ground truth.

Hardware. We use COTS COMPEX WPJ558 equipped with Atheros
SoC QCA9558 in the experiment. We let these two APs transmits
200 packets per second on a 20MHz channel in 2.4GHz frequency
band. We fix the Modulation and Coding Scheme (MCS) to reduce
packet loss and noises. We use Atheros-CSI-Tool [59] to collect raw
CSI data. The receiver forwards the collected CSI to the ThinkPad
T430 laptop with an Intel Core i5-3360M CPU to process the RF sig-
nals and generate STFT segments (as introduced in Section 3.1). We
use a Linux desktop computer equipped with Intel Core i9-9820X
CPU and one Nvidia 2080Ti GPUs to work as the back-end server
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Figure 8: The environment of the three testbeds and their floor plans.

to maintain the FallNet and perform real-time inference to detect
the falls.

Testbed. We test SiFall based on three testbeds - an emulated "bed-
room" with an enclosed space measured 4.32m X 8.24m for com-
prehensive evaluation (testbed 1), a real apartment room measured
7.85m X 4.47m for system adoption test on a daily basis (testbed
2), as well as a big open area measured 9.54m X 7.05m to test the
effective sensing range of the system (testbed 3). Figure 8 depicts
the three different testbeds. The marked Tx and Rx indicate the
locations of the WiFi Tx and Rx antennas.

Ground Truth. We use a camera to record the detailed human
activities at a frame rate of 30fps, and manually analyze the recorded
video clips to generate the ground truth. We use network time
protocol (NTP) to synchronise the time in the camera recordings
and the collected Wi-Fi CSI data.

FallNet Pretraining. We pre-train the FallNet with the data col-
lected intermittently during 3 months in testbed 1, including 1447
sets of STFT segments of sitting, jumping, swinging, bowing, run-
ning, and other daily activities, augmented 24 times to produce a
total number of 34,728 samples. Correlation among raw samples is
removed by OpenCV, and the weight parameters are initiated by
kaiming initialization [21]. The model was trained by Adam [29]
optimizer on 4 Nvidia 2080Ti GPU for 2 hours.

Testing Subjects. We recruit 16 volunteers (11 males and five fe-
males) with ages between 21 and 56 to take part in our experimental
evaluation (with IRB approval). Table 1 summarizes the detailed in-
formation of all volunteers. The testing subjects are highly diverse
in their age, weight, and height. Specifically, the body weight of
our volunteers varies from 42kg to 100kg. Their body height varies
from 155cm to 186cm, and their age varies from 21 to 56 years old.

RT-Fall. We compare the performance of SiFall with RT-Fall [53],
which is, to the best of our knowledge, the only RF-based fall de-
tection system which claims being able to achieve real time fall
detection in practice. RT-Fall identifies fall-like activities based on
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Table 1: Summary of the testing subjects

#Person 1 2 3 4 5 6 7 & 9 10 11 12 13 14 15 16

Age 34 25 21 25 28 27 26 25 29 27 25 29 26 22 52 56
Height(cm) 165 167 177 188 184 171 173 155 186 173 165 175 172 166 173 155
Weight(kg) 62 52 65 85 73 61 74 42 100 65 52 71 63 53 60 62
Gender MFMMMMMT FMMT FMMTFMF

a pre-defined threshold on the measured CSI phase difference be-
tween two Rx antennas and segments the collected CSI stream with
a fixed 3s time window. RT-Fall then feeds the derived statistical
phase and amplitude features of the CSI segment into a pre-trained
SVM model to identify falls. We reproduce the system and train an
SVM classification model of RT-Fall with the data collected from
our testbed, the same as what we use to pretrain our FallNet.

4.2 End-to-end Evaluation

We first conduct intensive movement experiments with 12 subjects
and report the end-to-end performance. After that, the proposed
system components are evaluated based on the detailed experiment
results.

4.2.1 Methodology. 12 testing subjects (#P1,#P6-#P16) are involved
to conduct the experiment in a sequential order. Each testing subject
is requested to move freely around one and half an hours inside
the bedroom testbed as depicted in Figure 8. We request each of
them to perform the following actions at their will when they move
around: "jump”, "squat”, "sit to the floor", "sit to the chair", "knee
down", and "bow" at least three times at different locations and
with different body orientations. Other than the requested type of
movements, they are free to perform any other activities at their
will. We summarize other fall-like movements that are hard to
quantify as "swing".

To mimic unconscious falls as much as possible while meeting
the IRB requirement on risk control, we set up a safety mattress and
experiment with the falls of three categories [4, 32, 46]: (1) for "walk
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Table 2: Types of Falls

Types Examples

slip, stumble

scenes: rushing to answer the telephone, slipping in the bathroom,
and tripping over the cable, etc.

lost balance, lost consciousness

scenes: coming out of bed, epileptic seizure, stroke,

and heart attack, etc.

dizziness/vertigo, weakness

scenes: arthritis pain, transfer to a dim room, postural hypotension,
and vision disorder, etc.

"walk fall"

"stop fall"

"slow fall"

fall", the subject is asked to walk around the mat and instantly fall on
the mat once a random alarm is triggered by us - the fall is performed
regardless the instant body orientation of the testing subject; (2)
for "stop fall", the subject stands still on the mat and tries to dodge
the tennis balls thrown at her - if she happens to fall the activity is
noted as a valid "stop fall", and as swing activity otherwise; (3) for
"slow fall", the subject keeps standing still until we give a random
alarm when she simulates a slow fall on the mat. Table 2 illustrates
the three categories of falls with corresponding real life scenes and
examples. It is worth noting that regardless of the type of falls, the
falling orientation is random during the experiments based on the
reaction of the subject. During the experiment, SiFall continuously
operates and each of the 12 testing subjects enters the bedroom in
sequence. The total experiment duration for all 12 testing subjects is
about 19.3 hours. The FallNet model is continuously maintained and
updated throughout the experiment. We evaluate the performance
with True Positive Rate (TPR) and False Positive Rate (FPR) metrics,
where TPR is true falls out of SiFall reported falls and FPR is falsely
reported falls out of other activities. The accuracy is calculated by
the percentage of correctly detected falls and non-falls against the
ground truth.

4.2.2  Overall Performance. During the 19.3 hours experiment, SiFall
captures a total number of 1497 fall-like activities, of which 523 seg-
ments are intentional activities performed by the testing subjects
(including 123 falls and 400 required fall-like activities). Among
the 123 falls, 60 are "walk fall", 33 are "slow fall" and 30 are "stop
fall". We derive the TPR and FPR in about every 20 minutes and
plot the results over time in Figure 9, where TPR is represented
by the black solid line and FPR is represented by the balck dashed
line. Both the TPR and FPR vary over time as the FallNet model
continuously evolves when more training data are collected from
the testing subjects. We see a clear trend of improvement on both
the TPR and FPR.

First, the TPR improves quickly over time. From 83% at the be-
ginning of the experiment, the TPR constantly improves over time
and reaches 100% within 4 hours of operation, which demonstrates
SiFall’s capability in accurately identifying the abnormal falls from
normal daily activities. Second, the FPR of SiFall improves greatly
over time. The falsely reported falls by SiFall are 6.7 per hour in
the first two hours and eventually drops to below 1 per hour in
the last two hours of the experiment. While the TPR shows a clear
trend of improvement over time, the FPR occasionally fluctuates,
especially during the experiment of each individual testing subject.
That is mainly due to the fact that our experiment does not restrict
how each testing subject performs certain activities, and as a result
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Figure 9: System end-to-end performance evolution over
time across different test subjects.

some testing subjects may choose to perform more activities simi-
lar to falls, and in different orders. For example, one (#P9) prefers
challenging SiFall system by performing more "sit on the floor"
activity which is more similar to "slow falls" and results fluctuated
FPR during his experiment. If we focus on the FPR statistics by the
end of each testing subject’s experiment (the gray line), we may
see steadily improved performance. At the end of the 19.3 hour
experiment, SiFall is able to achieve 100% TPR and 1.8% FPR.

We simultaneously run RT-Fall for comparison and plot the
achieved TPR and FPR of RT-Fall in red in Figure 9. We find that
during the real time operation RT-Fall achieves a much lower per-
formance, with its TPR of 64.9% and FPR of 49.2%. Since RT-Fall
does not have the ability to self-evolve, it cannot gain performance
over time and it fluctuates across different testing subjects. Overall
the comparative results show huge comparative advantage of SiFall
over the SOTA available real-time RF fall detection approach.

4.2.3  FallNet Visualization. We visualize the FallNet input and out-
put to demonstrate the rationale when applying FallNet to detect
the falls. Specifically, we impose three checkpoints during the ex-
periment (as indicated in Figure 9 as CKPT1 to CKPTS3, after the
test of subject #P6, #P11, and #P15, respectively). At each check-
point, we freeze the FallNet model and memorize it for detailed
investigation. We feed different RF signal segments collected from
normal activities and falls into the restored FallNet models at the
three checkpoints, respectively, to examine the reconstructed out-
put from the FallNet. In Figure 10, we plot the STFT segments of the
input signal and the reconstructed STFT segments by the FallNet
for different types of falls (Figure 10a) and other ordinary activities
(Figure 10b). We clearly see that while most STFT segments of most
ordinary activities can be recovered by the FallNet the STFT of falls
cannot. We also observe that as the model evolves (from CKPT1
to CKPT3), the reconstruction errors of all the falls increase while
the reconstruction errors of ordinary activities decrease. Note that
the errors is computed as the L2-norm of the difference between
the FallNet input and output. The reconstruction errors of falls are
order of magnitude higher than those of ordinary activities.

The visualization suggests that the FallNet is able to continuously
learn better latent distribution to describe the human daily activities
and based on that make more accurate detection of falls as outliers.
Notably the low-frequency part of the spectrum and the end-of-
motion part remain clear despite the deteriorating quality of the
reconstructed STFT samples of falls, which suggests that the FallNet
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Figure 10: Visualization of the FallNet original input and reconstructed output STFT segments.

indeed utilizes the low-frequency and end-of-motion features in
discriminating the samples.

4.2.4  SiFall Segmentation Performance. The segmentation algo-
rithm of SiFall depends on detecting the status of human movement
and is threshold based. We separately evaluate the accuracy of the
movement detector and the threshold sensitivity.

Movement Detection. We classify the human movement into
three levels. Body level movement refers to the whole body move-
ment involving position change, such as walking and running. Torso
level movement refers to torso movement without position change,
such as bow and squat. Limbs level movement refers to limbs and
hands movements at minor scale such as shaking hands and typing.
Figure 11a reports the percentage of relative error (false negative
rate) of the corresponding movement detection results when testing
subjects move freely in testbed environment 1. The figure plots the
cumulative distribution based on the movements from 12 testing
subjects (#P1, and #P6-16). The experiment logs SiFall movement
detection performance at body level, torso level and limbs level
movement with median error of 0.5%, 1.1%, and 1.8%, and 90th-
percentile error of 1.2%, 1.6% and 3.7%, respectively.

{ ’l— ;\lalk/Run

[——Body Level Movement
—-=Torso Level Movement
— = Limbs Level Movement|

0
0 1 2 3 4 5 5 6 7 8 9
Relative Error(%) a
(a) (b)

Figure 11: SiFall (a) segmentation performance of movement
detection error and (b) the acceleration distribution of differ-
ent types of movements.

Threshold Sensitivity. To quantitatively evaluate the reliability
of the threshold ® = 2.5 as fixed in the SiFall implementation, we
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derive the maximal frequency of each human movement and project
to its acceleration. Figure 11b depicts the cumulative distribution
of the projected acceleration for different types of movements.

We see that all fall activities have their derived acceleration
above the threshold and the majority of other fall-like activities
are also captured with the current threshold setting. On the other
hand, most ordinary walk and run movements are screened out by
the threshold. 12.5% of bow activities are screened out as well. The
result suggests that the threshold setting is effective in screening
falls and fall-like activities. It is also obvious that SiFall is robust to
the threshold setting - its accuracy will not be impaired when the
threshold falls in the range between 2 to 3.7.

Segmentation Length. Following the strategy of "more is better
than less", the SiFall segmentation algorithm aims at capturing the
activities with redundancy in their time durations. Figure 12 com-
pares the lengths of SiFall captured segments and the corresponding
ground truth time durations of the activities. In general the SiFall
segments have an average duration of 5.1s, which is longer than
the actual activity duration averaged at 2.6s. Additional 2.5s signal
data are included in the SiFall segments for redundancy. Overall,
SiFall segmentation algorithm introduces necessary redundancy
in extracting the signal segments while maintaining the signal
processing overhead on the extra signal durations acceptable.
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Figure 12: Comparison of the ground truth and SiFall seg-
mented lengths of different activities.
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Figure 13: False alarms that occur during the daily life adop-
tion test across three days.

4.3 Daily Life Adoption Test

In the above experiment, human subjects were asked to contin-
uously perform a large number of falls and fall-like activities in
a short time duration for comprehensive evaluation. To further
challenge our system and understand the long-term performance
in a more realistic setting, we adopt SiFall with pretrained FallNet
from the emulated bedroom (testbed 1) to a real apartment room
(testbed 2). We conduct a continuous three day evaluation with one
testing subject (#P2) working and living inside the testing room
day and night. A total number of 204 fall-like activities (67 on day
1, 63 on day 2, and 74 on day 3, respectively) are captured at the
front end and sent to the FallNet for fall inference. Totally 12 false
alarms are triggered (9 on day 1, 2 on day 2, and 1 on day3, respec-
tively). Figure 13 depicts those false alarms and their occurrence
time. After verifying with the testing subject, the first-day false
alarms mainly come from sitting on the sofa and they are phased
out gradually with the model update. The first false alarm on the
second day is raised when an object falls from the wardrobe and
the testing subject picks it up immediately. The second false alarm
on the same day is raised when the subject jumps and dives into
the sofa from the back of the sofa. The last false alarm on the third
day is triggered when the testing subject does handstand on the
Yoga mat. We see a clear trend that the false alarms dramatically
reduce when the FallNet model is continuously updated over time.
Quantitatively, the false alarm rate decreases from 13.4% on the
first day to 1.4% on the last day. The experiment results suggest
that SiFall has the ability to learn from personalized daily activities,
and build evolved models for more accurate fall detection. However,
some rarely-seen combination of movements may still trigger the
false alarm, which we expect would reduce when SiFall continues
to see more repeated occurrences of such activities over longer time
of deployment.

After the three day continuous monitoring of the daily activities
with SiFall, we perform a purposed experiment to evaluate its de-
tection accuracy of true falls. We freeze the model update of SiFall,
and let the testing subject perform ten emulated "stop falls" and
"slow falls" following the same methodology illustrated in §4.1. The
falls are performed across 5 different locations in the room (shown
as "X" in Figure 8). We then pour a lot of powder on the floor, let the
testing subject wear safety gear, keep jogging in the room till five
"walk falls" are collected. Apart from those, the testing subject also
simulates a fall that rolls from the bed as well as a slipping fall when
trying to sit on the office chair. SiFall can detect all the above falls
except for the rolling fall from the bed with 94.1% detection rate,
demonstrating the high reliability of SiFall in real-life application.

574

Sijie Ji, Yaxiong Xie, and Mo Li

#P3] |
#P4 ||
#P5| |

Uog

Figure 14: Accuracy of different person at different link dis-
tances

4.4 Effective Covering Range

As SiFall captures fall-like activities based on sensing the wireless
channel dynamics, we want to evaluate its effective sensing range.
We deploy SiFall with the pretrained FallNet from the "bedroom"
environment (testbed 1) to a bigger open area (testbed 3) without
fine tuning the model. Three testing subjects (#P3,#P4 and #P5) are
requested to perform "jump”, "sit to the floor", "swing", and "walk
fall" (each for five times with a random sequence) repeatedly in
three different areas (as depicted in Figure 8) with a distance of 1-3
meters, 3-5 meters, and 5-7 meters, respectively, to the LOS link
of the Wi-Fi transceivers. Figure 14 reports the TPR and FPR of
the three testing subjects when experimented in the three different
areas. We see that SiFall performance is robust when adopted across
the environment. The accuracy is reasonably good when the testing
subjects move to as far as 5m away from the Wi-Fi link. The average
TPR and FPR in area Al and area A2 were 73.3% and 20%, 73.3% and
22.2%, respectively. When the distance increases to 7m in area A3,
the average TPR drops significantly to 40% and the FPR drops to
4.4% at the same time due to failures in detecting and segmenting
all fall-like activities. Note that when directly migrating the FallNet
model to a new environment (from the "bedroom" in testbed 1 to the
big open area in testbed 3), SiFall still achieves an average accuracy
of 78.3% which is impressive. We expect the accuracy will further
improve with time when more human activities are captured and
consumed by the FallNet model to evolve.

4.5 Computation Overhead

We provide a quantitative analysis of the SiFall’s computation over-
head. We utilize the Pytorch-OpCounter tool to measure the compu-
tation cost in flops (floating-point operations per second) of FallNet
and some representative CNN-based models used in other appli-
cations. As Figure 15a depicts, FallNet falls in between the ultra-
lightweight model (e.g., MobileNetV2) and the medium-weight
models (eg., Densenet121 and AlexNet), which indicates FallNet is
a relatively lightweight model.
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° Alarm Delay (s) 1.670
MobileNetV2 AlexNet
10 55 100 145
#Parameters(M)

(a) FallNet model complexity compared with (b) Latency of SiFall compo-
SOTA CNN-based models. nents.

Figure 15: SiFall computation overhead.



SiFall: Practical Online Fall Detection with RF Sensing

We also measure the end to end latency of SiFall operation in
our testbed, and summarize the result in Table 15b. The average
inference time and the model parameter update time are measured
on a single NVIDIA 2080Ti GPU. Once SiFall front-end detects a
fall-like activity, it triggers a warning and waits for the FallNet at
the back-end to generate the alarm for confirmed falls. We measure
the warning delay (alarm delay) by averaging the time interval
between the system warning time (alarm time) and the ground
truth ending time of the fall-like activities (fall). The major delay of
the system comes from the signal segmentation, where SiFall keeps
monitoring the channel dynamics for 1s.

5 RELATED WORK

RF-based fall detection. Existing RF-based fall detection sys-
tems [23, 38, 45, 51, 53, 57] all assume repeatable human fall pat-
terns and follow pre-defined fall templates in the feature space
for detection. Most of them depend on manually segmented signal
clips for inference. Aryokee [51] utilizes CNN to extract features of
human fall as opposed to previous manual feature extraction ap-
proaches [38, 51, 53, 57]. However, the samples are collected offline
with the same length, the Aryokee model is not able to deal with
varying length RF samples and the system cannot run in real-time.
FallDefi [38] improves the performance by using the combined
features of previous approaches and adopting more WiFi links for
gathering RF signals. There are some general RF based human ac-
tivity recognition systems including Witrack [2], CARM [55] and
HAR-SANet [11] which treat fall as one of the ordinary human
activities and can only capture few types of falls. To the best of
our knowledge, RT-Fall is the most practical solution of real time
fall detection, which however as suggested in our experimental
evaluation cannot provide high accuracy with realistic falls occur-
ring in practice. Although Defall [23] claims real-time fall detection
capability, it uses a human-like dummy to do the experiment to
learn the fall template, and thus it can only detect simulated "hard
fall", which is falling from a standstill position at a certain height,
by its nature significantly limits its application in practice.

Other fall detection solutions. Other than RF-based fall detec-
tion, there are CV-based fall detection approaches [13, 17, 64] that
take optical measurements by camera or infrared sensors for analy-
sis. Those solutions are often criticized for compromising human
privacy. Wearable-based fall detection methods either require the
user to carry the device [3, 9] or wear the device [27] which are
intrusive and thus not the most desired way for fall detection [44].
The acoustic-based [15] method is limited by ambient noise. Sensor
fusion-based fall detection [34, 69] is believed to be more reliable
as various sensors may complement each other in different situa-
tions, but generally leads to higher cost and deployment overhead.
Among them, some works claim they detect falls based on anom-
aly detection [9, 17]. A CV-based approach [17] collects a balanced
dataset with fall and non-fall samples and use a supervised anomaly
detection method. A wearable-based approach [9] learns a fixed
boundary in feature space to separate daily activity and the anomaly
fall, which cannot cope with unseen daily activities and falls.

Deep learning based RF sensing. Deep learning has recently

been widely adopted to various wireless sensing applications, in-
cluding physiological sensing [67], food and liquid sensing [20],
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gesture recognition [68], body skeletons reconstructing [36, 65, 66],
localization [5] and etc [8, 18, 25] . Those solutions cannot be directly
applied to detecting human falls. Most of them do not support the
neural network update during run time and often require extensive
data collection and annotation to facilitate the model training.

Anomaly detection. While anomaly detection is well-studied in
the literature, anomaly detection for high-dimensional data in real-
time remains challenging [39]. Traditional methods such as One-
Class SVM [47], Kernel Density Estimation [40] and Tree-based
Isolation Forest [35] all fail to operate online due to unsatisfactory
computational scalability and the curse of dimensionality. Thanks
to the rapid development of deep learning technology, a lot of deep
learning based anomaly detection methods have been proposed [54,
62, 70] with similar frameworks that consist of three parts: feature
extraction, feature representation learning, and end-to-end anomaly
score learning. We design FallNet based on this skeleton and make
it capable to run in real-time with unstructured input signal data, to
fill the gap in the literature, as most deep learning based methods
are capable to only structured datasets and lack real-time practices.

Self-supervised learning. Self-supervised learning techniques
support learning representations from a large amount of unlabeled
data and based on that representation to serve downstream classi-
fication tasks with a few labeled instances [26]. As an alternative
solution to establish a representation of daily human activities, self-
supervised learning still faces the challenge in the lack of labels
for unforeseeable human fall types. From a different perspective,
SiFall deals with the domain variations by building an anomaly
detection neural network model and continuously evolving the
model to represent high-level semantics of normal daily activities.

6 DISCUSSION & CONCLUSION

This paper proposes SiFall, a self-supervised incremental learning
human fall detection system. SiFall leverages Wi-Fi RF signals and
is able to detect daily human falls in real time. Extensive experiment
results demonstrate that SiFall achieves high accuracy in human fall
detection and is resilient to varied human subjects, environment,
and different types of falls. The design of SiFall makes an important
contribution towards building practical and reliable RF-based fall
detection systems. The current study is still limited in its lack of
real fall samples, especially of elderly aged above 60. Since SiFall
relies on wireless channel dynamics to catch human activities, it
is currently limited to working with single room occupancy. We
leave the exploration to the above two limitations to future work
when developing SiFall into higher technology readiness levels.
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A INSTANCE NORM VS BATCH NORM

The equation of Instance Norm is the same as Batch Norm such

that:
x = p(x)
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where y, f§ are affine parameters learned from data; p(x), o(x) are
the mean and standard deviation. The difference of the two norm
just the way that how the statistical descriptors y and o are obtained.

Given an input batch x € REXHXWXC Batch Norm normalizes
the mean and standard deviation for each individual feature channel
to a whole batch:

1 B H W
o (X) = ——— chw (10)
HelX BHW;;;X”" !
1 B H W
0c(x) =\ g 20 D Dy (e —pe())P+e (1)

n=1h=1 w=1

As Batch Norm uses mini-batch statistics during training phase
and replace them with average mean and variance across batches
during inference phase, which implicitly requires consistency distri-
bution of training domain and inference domain. SiFall is an online
detection system and the samples keep generated that might induce
difference across different person and environments so that we use
Instance Norm which normalize as per sample:

1 H W
Ilbc(x) = W Xbchw (12)
h=1 w=1
1 H W
Obe () =\ i D 2 (Rbehw = be () + € (13)
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B CONVOLUTION OPERATION
INDEPENDENT TO THE INPUT SIZE.

The "convolution” operation in the neural network is different
from the "convolution" in the signal processing domain. Indeed,
the convolution operation is an element-wise multiplication and
summation over a local region of the input tensor. The operation
is repeated in sequential local regions until the whole tensor has
been calculated.

Each learnable filter W in convolution operation with dimension
W e Rkxk , where k denotes the kernel size, i.e., the size of the local
region that calculates the multiplication. Let X € RHinXWinXC de-
note the input tensor. The convolution operation calculates output
Y such that:

C
Ypg=D D0 Wiy e Xpian
Pq 4 i+ ksl kel pig)
n=11i,jeNy

where (p, q) denotes the location coordinate and

N ={(i,j) ti= {—’%%}jz {—%%}
a local neighborhood. A convolution layer specify how the kernel
sliding i and j through the input tensor by setting stride s and how
we want the input tensor be padded by setting p, as a result the
output Y € RFour*WourXf can be computed by

} defines

Hin+2%p—k Win+2%p—k
(Hout, Wout) = (\‘ B S*P J +1, \‘ B S*P J + 1)
, where f is the number of learnable filters. The ’same padding’
technique help choose proper s and p so that Hyyr = Hin, Wour =
Win. Consequently, convolution layer are able to adapt to the input
tensor with arbitrary size.
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