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ABSTRACT
In the context of group recommender systems, explanations strate-
gies have been proposed to improve recommendations perceived
fairness, consensus, satisfaction, and to help the group members in
the decision-making process. In general, such explanations try to
clarify the underlying social chioce-based aggregation strategies
used to generate the recommendations. However, results in the
literature are conflicting, and the real benefit of such explanations
seem to be limited. In this work, we propose a novel approach,
which makes use of an argumentative framework built using infor-
mation about the aspects that are connected to the recommended
items. Such framework is used to generate recommendations, and
related explanations. We provide a proof of concept on how to gen-
erate explanations for the group, as well as specific explanations
for the group members, which use the information in the argu-
mentative frameworks to enrich the explanations. Furthermore, we
propose privacy-preserving versions for the explanations, as well
as a graphical approach based on tag clouds. In future works, we
plan to evaluate the quality of the provided recommendations in
offline settings, as well as the impact of the proposed explanations
in a series of user studies.

CCS CONCEPTS
• Information systems→ Recommender systems; Decision
support systems; Social recommendation; •Computingmethod-
ologies → Knowledge representation and reasoning.
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1 INTRODUCTION
Recommender Systems (RS) are purpose-built to provide recommen-
dations to users by analyzing their interests, preferences, and past
behaviors, while also filtering through the vast amounts of data to
identify relevant items. A Group Recommender System (GRS) uses
the preferences and interactions of a group of users to provide cus-
tomized recommendations for the entire group, taking into account
the unique characteristics of the group members and the context
of the recommendation task. Commonly, this task is performed by
aggregating the individual group members’ preferences or recom-
mendations [36], using social choice-based aggregation strategies
[23, 24].

In the context of Recommender Systems, explanations have been
used to help improve the transparency, persuasiveness, effective-
ness, trustworthiness, and satisfaction in RS [12, 47], providing
intuitive explanations accompanying users personalized recom-
mended items [21, 38]. When considering group recommendations,
explanationsmay also be used to help users agree on a joint decision,
as well as improve users’ perceived fairness, perceived consensus,
and satisfaction [2, 12, 29, 43]. In general, Explainable Group Rec-
ommender Systems (XGRS) attempt to offer comprehensible and
interpretable justifications for recommendations given to a groups
of users, on the basis of the underlying aggregation strategy used
to generate the group recommendation [2, 43].

The use of XGRS can support interactions among users, cre-
ate group cohesion, and simplify decision-making in groups [12].
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However, the state-of-the-art explanations only provide very few
information within the explanations [19, 29, 43], and it may be
difficult for users to understand the reasoning behind the suggested
items and the methods used to generate them.

In the context of GRS, another aspect to consider when provid-
ing explanations is the necessity of preserving the user’s privacy,
as the information included in the explanations are shared with
all the group members [26–28]. Privacy in GRS refers to protect-
ing the sensitive information of individual members within the
group. This usually includes personal preferences and ratings, even
though other information could potentially be used to identify them.
Privacy concerns are particularly important in group recommenda-
tion systems since they often involve sharing information between
multiple users, increasing the risk of sensitive information being
exposed or misused.

Recently, argumentative frameworks have been proposed to im-
plement explainable recommender systems capable of providing
accurate recommendations with informative explanations, showing
promising results [35]. An argumentative framework is a structure
modelling a reasoning process in terms of arguments and relation-
ships between them, such as one argument attacking or supporting
another one [10]. Given such a model, conclusions are drawn by
determining which arguments win the “debate” represented by the
argumentation framework.

This paper proposes an argumentative framework for GRS to
generate explainable decisions for groups. More specificly, we ex-
tend the approach proposed by Rago et al. [35], originally designed
for single user RS, to Group Recommender Systems. We apply our
approach on three widely used aggregation strategies, a consensus
based, Average Satisfaction (AVG), and two borderline strategies,
Least Misery (LM) and Most Pleasure (MP) [24, 36] (see Section 2.1).
Furthermore, we propose strategies to generate explanations for
the group recommendations which can use the information pro-
vided by the argumentative framework both on a group and also on
an individual level, considering basic and also privacy-preserving
strategies.

The remainder of the paper is organized as follows: in the Sec-
tion 2 we provide an overview of related work in the field of group
recommender systems, explainable group recommender systems,
and argumentative frameworks, describing different types of tech-
niques and frameworks used in these areas. In Section 2.4, we
present the proposed argumentative group recommender system
that combines argumentation theory and group decision-making
to provide explainable recommendations to groups by generating a
set of arguments for and against each recommended item. Also, we
propose a strategies to generate explainations, using an argumen-
tative framework to provide privacy-aware explanations to users,
and visualizing the explanations using tag-cloud representation.
Finally, in the Section 4, we illustrate conclusions and future works.

2 RELATEDWORK
In this section, we introduce the basic aggregation strategies used
to generate group recommendations. Furthermore, we explore the
main works on explainability for group recommender systems, and
we illustrate a novel line of research evaluating privacy concerns
related to personal information included in group recommendations.

Finally, we introduce argumentative frameworks for recommender
systems.

2.1 Social Choice-based Aggregation Strategies
Group Recommender Systems (GRSs) are normally implemented
using two main strategies: (i) models aggregation, where individual
preferences are aggregated to create a group model, which is then
used to generate the group recommendations; and (ii) predictions
aggregation, where individual predictions and recommended items
are aggregated, and the items with the highest aggregated scores
are suggested to the group [12]. In both cases, the aggregation
strategies inspired by Social Choice Theory - the study of systems
for making collective choices which affect a group of people [20]
- are often used to perform such aggregations [24]. In this work,
we rely on variations of three widely used social choice-based ag-
gregation strategies: Average (AVG), a consensus-based strategy that
recommends the item with the highest average of all group mem-
bers’ ratings [36]; Least Misery (LM) and Most Pleasure (MP) which
are borderline strategies. LM recommends the item which has the
highest of all lowest ratings, while MP suggests the item with the
highest individual group member rating [36]. Several studies have
been performed to compare the performances of the different strate-
gies. Masthoff and Delić [25] show that different strategies perform
better then others in two different experimental settings in terms
of perceived group satisfaction. Felfernig et al. [11] shows that in
real-life scenario, the preferred preference aggregation procedures
differ from low-involvement item domains (like restaurants and
movies) and high-involvement item domains (such as decisions
on new automobiles, financial services, and housing). The latter
are frequently the subjects of repetitive group decisions (e.g., the
same group selects a restaurant for a dinner every three months).
In high involvement item domains, groups frequently use LM meth-
ods, while AVG is preferred in low involvement item domains.
Although we use a low-investment domain (movies), our proposed
approach aims at being used on different domains; hence we de-
cided to present strategies based on both AVG and LM, together
with a strategy based on MP.

2.2 Explainable Group Recommender Systems
Explanations has been used in recommender systems to achieve
different goals [16, 41]. Earlier studies have shown that the use of
explanations led to an increased quality, decision support, trust,
overall satisfaction and higher acceptance of the recommendations
[33, 40]. Several strategies has been proposed to increase trans-
parency, also combining different explanation styles. However, for
many recommendation systems it is still difficult to adequately
explain to customers how and why particular suggestions are made
[37]. In general, explanations rely on the underlying recommenda-
tion strategy, using the information that have been important in
determining the systems’ suggestion. Content-based recommender
systems suggest items to users based on their preferences, by cal-
culating the similarity between item’s on the basis of their content
information. The possibility to link recommended items with simi-
lar items the user consumed in past interactions provides a strong
explanatory power to these strategies. One example is provided in
Vig et al. [45] where tagsplanations are proposed: tags associated
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to contents are used to generate explanations to describe certain
movies or recipes. On the contrary, collaborative filtering meth-
ods may be difficult to explain to users since the patterns which
generated the recommendations may not be easily interpretable.
Whether it is the matrix factorization model [22] with high pre-
diction accuracy, the neural network-based collaborative filtering
[7] with strong versatility, or the flexible latent factor model [17],
all fall short in terms of explainability due to the complexity of
the underlying model. To overcome this issue, there has been nu-
merous attempts to improve transparency through the use of vi-
sual aids including flowcharts, clustermaps and map visualizations
[18, 44], or hierarchical visualization [46]. Collaborative filtering
and content-based methods have both been combined in hybrid
approaches. These methods, however, frequently still fall short in
terms of clearly outlining the suggestion process to users.

In group recommendations, explanations have been used to
achieve additional goals, such as improving the fairness within
the group, or helping the group members agree on the decision [12].
However, only a few studies investigate the problem of generating
explanations for groups. Typically, such explanations are related
to the underlying mechanism of the employed social choice-based
aggregation strategy [19, 29, 43]. Najafian and Tintarev [29] in-
troduced textual explanations that could be reassuring, in case of
an agreement in the group, or repairing in the case of a disagree-
ment. Kapcak et al. [19] extended this work using the wisdom of
the crowd to improve the quality of the initially proposed explana-
tions. In Quijano-Sanchez et al. [34], factors like group members’
personality and tie strength between them are used to generate
tactful explanations, in order to avoid damaging friendships. Tran
et al. [43] proposed a user study to evaluate explanations for six
social choice-based aggregation strategies in terms of fairness per-
ception and consensus perception, and user satisfaction regarding
the group recommendation. Barile et al. [2] proposed a reproduc-
tion of this study, but the results show no significant effect from
the presence of an explanation, when compared to a control con-
dition without explanations. Nguyen and Ricci [31] introduced a
utility vector in GRS, for both group members and the whole group.
The utility vector indicates the importance of each aspect for the
individual group members and the whole group. However, our ap-
proach provides explicit attack and support relationship through
the tripolar argumentation framework connecting aspects to dif-
ferent items (see Section 3), allowing to produce more expressive
explanations connecting also different items related to the same
aspects. In this work, we present an approach aiming at providing
recommendations for groups with comparable accuracy with re-
spect to the baseline strategies in the state of the art, but with an
higher explanatory power.

2.3 Privacy in Group Recommender Systems
Explanations

When providing explanations for groups, another goal that should
be considered is the privacy-preservation [26–28]. Privacy protec-
tion is a challenging issue, as a simple strategy to improve the
explanation of recommended results is to inform group members
about other people’s preferences. Nevertheless, some users might
not accept to share information that could be really personal with

the other group members. [19] highlighted how some group mem-
bers appreciated giving more details about ratings in the explana-
tions, while some on the other hand had concerns about privacy
violation. [26] investigates privacy concerns regarding group rec-
ommendation explanation in respect to personality, relationship
type or preference scenario. They evaluated the impact on privacy
concerns related to several types of information in a user study.
They showed significant effects related to the specific group prefer-
ence scenario (weather the participant was in minority or a majority
position in the group) and type of relationship between the group
members. Furthermore, they showed an impact of personality, as
some personality factors (Agreeableness and Extraversion, from the
Five Factors Model [15]) were positively correlated with privacy
concerns. In this work, we present different strategies for generat-
ing explanations for group recommendations, proposing for each a
base definition, and also a privacy-preserving alternative.

2.4 Argumentative Frameworks for
Recommender Systems

A number of abstract argumentation frameworks exist [10], rang-
ing from bipolar argumentation frameworks [8], tripolar frame-
works [14], and generalized frameworks [3]. The RS proposed by
[35], which this paper is based on, can be considered as a special
instance of the generalized framework. Previous literature has uti-
lized defeasible logic programming to enhance argument-based
analysis techniques [6, 9, 39], repaired recommendations using
rule-based arguments in user interactions in hybrid RS [4], and
simulated explanation-based argument models based on support-
ing relations [30, 42]. Compared to the aforementioned literature,
the most significant advantage of [35] RS is its interpretability,
while maintaining effectiveness (precision) without sacrificing in-
terpretability. Furthermore, this RS is also scalable and supports
feedback mechanisms, and its argumentation framework allows for
the extraction of various explanations. Hence, we propose an exten-
sion of the approach proposed in [35] which can be used to generate
recommendations for a group of users, and use the information
from the underlying tripolar framework to generate explanations
for the group and for the individual group members, together with
alternative privacy-preserving formulations.

3 AN ARGUMENTATIVE FRAMEWORK FOR
GENERATING EXPLAINABLE GROUP
RECOMMENDATIONS

In this section we present our argumentative approach for gener-
ating group recommendations and explanations. The approach is
based on the argumentative approach to generating explainable
recommendations due to Rago et al. [35], which we outline in sec-
tion 3.1. We then explain how we extend this approach to generate
group recommendations. Finally, we discuss several strategies to
generate explanations, for the group as a whole and for the single
group members, also introducing privacy preserving versions of
our explanations, together with a graphical approach (based on tag
clouds).
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3.1 An Argumentative Recommender System
Our formal model extends the argumentation-based approach to
generating explainable recommendations due to Rago et al. [35].
This approach is based on two components. The first is an aspect-
item framework, which is used to represent known ratings of movies
and their aspects by users, and to predict unknown ratings. The
second is a tripolar argumentation framework, which is generated
on the basis of an aspect-item framework, and is used to generate
argumentative explanations for recommendations. In this section
we formally define these two notions, and then explain how we
extend the approach to provide group recommendations.

An aspect-item framework consists of a set I of items (e.g.,
movies) to be recommended, a set T of aspect types (e.g., genre,
director, actor) and a set A of aspects, each beloning to a type (e.g.,
the aspect “comedy” of type genre, the aspect “Robert Zemeckis”
is of type director, and so on). Items are linked with their aspects
by the relation L. For each user, the partial function R associates
items and aspects with known ratings, which are real numbers in
the [−1, 1] interval.

Definition 3.1. An aspect-item (A-I) framework is a tuple ⟨I,A,
T , L,U,R⟩ where:

• Disjoint, finite and non-empty sets I and A containing,
respectively, items and aspects. We use X to denote I ∪ A

• T a finite non-empty set of types, such that for each aspect
𝑎 ∈ A, there is a unique 𝑡 ∈ T that is the type of 𝑎. We use
A𝑡 to denote the set aspects of type 𝑡 .

• L ⊆ (I × A) ∪ (A × I) a symmetric binary relation. We
use L(𝑥) to denote {𝑦 ∈ X|(𝑦, 𝑥) ∈ L} and L𝑡 (𝑖) to denote
{𝑎 ∈ L(𝑖) |𝑎 ∈ A𝑡 };

• U a finite non empty-set of users;
• R : U × X → [−1, 1] a partial function of known ratings.
If the rating of user 𝑢 for item 𝑖 is unknown then R(𝑢, 𝑖) is
undefined.

Example 3.2. As an example, consider the A-I framework ⟨I,A,
T , L,U,R⟩ where:

• I = {𝑖1, 𝑖2}.
• A = {𝑎1, 𝑑1, 𝑑2, 𝑔1, 𝑔2}.
• T = {actor, director, genre} with Aactor = {𝑎1}, Adirector =

{𝑑1, 𝑑2} and Agenre = {𝑔1, 𝑔2}.
• L = {(𝑖1, 𝑎1), (𝑖1, 𝑑1), (𝑖1, 𝑔1), (𝑖1, 𝑔2), (𝑖2, 𝑎1), (𝑖2, 𝑑2), (𝑖2, 𝑔2)}.
• U = {𝑢1, . . . , 𝑢𝑛}.
• R defines the known ratings R(𝑢1) (𝑎1) = −0.6, R(𝑢1) (𝑑1) =
0.4, and R(𝑢1) (𝑔2) = 0.5. The rating R(𝑢1) (𝑖1) is unknown
and thus undefined.

Figure 1 includes a graphical representation of this A-I framework.

We predict unknown ratings using the same approach taken
by Rago et al. [35]. Our approach is somewhat simpler since we
do not consider variable degrees of importance for collaborative
filtering or aspect types. We determine the predicted rating using
the function P𝑢

I : I → [−1, 1] defined as follows.

P𝑢
I (𝑖) =

{
R(𝑢, 𝑖) if R(𝑢, 𝑖) is defined,∑

𝑡 ∈T [
∑

𝑎∈L𝑡 (𝑖 ) P
𝑢
A (𝑎) ]/|L𝑡 (𝑖 ) |

| T | otherwise.

where P𝑢
A is the predicted aspect rating defined below. Put simply,

the predicted rating is the average rating on the item from similar

users and the aspect ratings from each of the linked aspects (in the
case the rating of the user is unknown). Note that Rago et al. [35]
originally define a profile 𝜋𝑢 per user 𝑢 ∈ U and cases in which
the aspect ratings might be undefined. For simplicity, we skip those
steps in this paper. Similarly to items, the predicted aspect rating is
determined by the function P𝑢

A : A → [−1, 1] defined as follows.

P𝑢
A (𝑎) =

{
R(𝑢, 𝑎) if R(𝑢, 𝑎) is defined,
(
∑

𝑖∈Λ𝑢 (𝑎) R(𝑢,𝑖 )
|Λ𝑢 (𝑎) | +

∑
𝑖∈Λ𝑢 (𝑎) 𝑝

𝑢 (𝑖 )
|Λ−𝑢 (𝑎) | )/2 otherwise.

where Λ𝑢 (𝑎) the set of linked items with defined ratings from 𝑢,
Λ−𝑢 (𝑎) the set of linked items without any ratings from 𝑢, and
𝑝𝑢 (𝑖) the rating from similar users to 𝑢 for 𝑖 .

Example 3.3. (Continued from Example 3.2) In Example 3.2, the
rating of user 𝑢1 on item 𝑖1 is unknown. The prediction of this
rating is the average of the known ratings of the linked aspects:

P𝑢1
I (𝑖1) =

P𝑢1
A (𝑎1) + P𝑢1

A (𝑑1) + P𝑢1
A (𝑔1)

|T | =
−0.6 + 0.4 + 0.5

3
= 0.1

In this example, the ratings of all aspects linked with 𝑖1 are known.
If, for instance, the rating of user 𝑢1 on 𝑎1 is not known, but the
rating of user 𝑢1 on 𝑖2 is, then the rating of 𝑎1 would be computed
based on the rating of 𝑖2. If the rating of user 𝑢1 for these items is
not known, but the ratings of other users are, then the rating can
be determined via the rating 𝑝𝑢1 (𝑖2) from similar users to 𝑢1 on 𝑖2.

A tripolar argumentation (TF) framework consists of a set X of
arguments and three dialectical relationships among arguments:
L− (attack), L+ (support), and L0 (neutralisation). We generate
a TF on the basis of an A-I framework and a user. This TF will be
used to extract explanations for recommendations. We first define
the notion of TF formally and then define how a TF is generated.

Definition 3.4. A tripolar argumentation framework (TF) is a tuple
⟨X,L−,L+,L0⟩ where X is a set of arguments and L−,L+,L0

are binary relations over 𝑋 . For 𝑥,𝑦 ∈ X, we say that 𝑥 attacks
𝑦 if (𝑥,𝑦) ∈ L− , 𝑥 supports 𝑦 if (𝑥,𝑦) ∈ L+, and 𝑥 neutralises 𝑦
if (𝑥,𝑦) ∈ L0. We use 𝐿× (𝑥) to denote {𝑦 ∈ X|(𝑦, 𝑥) ∈ L×} the
attackers, supporters or neutralisers of 𝑥 .

Figure 1 shows a graph-based representation of an aspect-item
framework, with nodes representing arguments and items, and
edges representing dialectical relationships. The first step in gener-
ating a TF for a given user andA-I framework, is to assign a direction
to the links of the A-I framework, such that an item/aspect 𝑥 points
to another item/aspect 𝑦 whenever the rating of 𝑥 affects the rating
of 𝑦. For instance, if a rating by user 𝑢 of an item/aspect is known
then this item/aspect has no incoming links. We refer to the result
of assigning a direction to the links as a directed A-I.

Definition 3.5. Given an A-I ⟨I,A,T ,L,U,R⟩ and user 𝑢 ∈ U,
the directed A-I for 𝑢 is the A-I F𝑢 = ⟨I,A,T ,L𝑢 ,U,R⟩ where
L𝑢 = {(𝑖, 𝑎) ∈ L|R(𝑢, 𝑎) is undefined and ∃𝑣 ∈ U s.t. R(𝑣, 𝑖) is
defined} ∪{(𝑎, 𝑖) ∈ L|R(𝑢, 𝑖) is undefined}. For 𝑥 ∈ X, we refer to
L𝑢 (𝑥) = {𝑦 ∈ X|(𝑦, 𝑥) ∈ L𝑢 } as the set of item-aspects affecting 𝑥 .
Also, for 𝑖 ∈ I, we use L𝑢

𝑡 (𝑖) to denote the set {𝑎, ∈ L𝑢 (𝑖) |𝑎 ∈ A𝑡 }.
The next step is to convert the directed A-I F𝑢 into a TF. This

TF consists of all items and aspects, and consists of relationships
(support, attack, neutralisation) based on the polarity of the links
in L𝑢 :
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Definition 3.6. The TF corresponding to the directed A-I F𝑢 =

⟨I,A,T ,L𝑢 ,U,R⟩ is the TF ⟨X,L−,L+,L0} where:
• L− = {(𝑖, 𝑎) ∈ L𝑢 |𝑟𝑢 (𝑖) < 0} ∪ {(𝑎, 𝑖) ∈ L𝑢 |P𝑢

A (𝑎) < 0};
• L+ = {(𝑖, 𝑎) ∈ L𝑢 |𝑟𝑢 (𝑖) > 0} ∪ {(𝑎, 𝑖) ∈ L𝑢 |P𝑢

A (𝑎) > 0};
• L0 = {(𝑖, 𝑎) ∈ L𝑢 |𝑟𝑢 (𝑖) = 0} ∪ {(𝑎, 𝑖) ∈ L𝑢 |P𝑢

A (𝑎) = 0};

The TF corresponding the direct A-I F𝑢 explains the items rec-
ommended to user 𝑢 by stating which aspects and items positively
or negatively affect other aspects and items. One can thus find
reasons for whether a given item is or is not recommended. In the
next section we will explain how we extend this method to group
recommendations. In Section 3.3 we will explain how we extract
actual explanations from a TF.

Example 3.7. (Continued from Example 3.3) From the ratings
shown in Example 3.2, we get the TF ⟨X,L−,L+,L0} where L− =

{(𝑎1, 𝑖1)}, L+ = {(𝑑1, 𝑖1), (𝑔1, 𝑖1)} and L0 = ∅. This TF demon-
strates that aspect 𝑎1 has a negative influence on the rating of 𝑖1,
while 𝑑1 and 𝑔1 have a positive influence.

3.2 An Argumentative Group Recommender
System

Our approach to extend the argumentative recommender system
for providing group recommendations can be seen as a predictions
aggregation approach [12], as the general idea is to aggregate the
predicted aspect ratings P𝑢

A (𝑎) for the group members to obtain
the the predicted group ratings, and then recommend the items with
the highest aggregated scores. However, in order to use the TF as
defined in the Definition 3.6, we introduce virtual users representing
each group.More formally, we define a set of groups𝑔1, ..., 𝑔𝑛 , where
𝑔1 ∪ 𝑔2 ∪ ... ∪ 𝑔𝑛 ∈ U. In principle, a generic user can belong to
more groups, or to no groups. We define three approaches based on
three widely-used social-choice aggregation strategies: (i) average
aggregation (AVG); (ii) least misery (LM); and (iii) most pleasure
(MP).

Average Aggregation (AVG). For each group 𝑔 = 𝑢1, 𝑢2, ...𝑢𝑘 , we
introduce a virtual user𝑢𝑔 representing the group, and we compute:

• P𝑢𝑔

I (𝑖) = ∑
𝑢∈𝑔 P𝑢

I (𝑖)/|𝑔 |
• P𝑢𝑔

A (𝑎) = ∑
𝑢∈𝑔 P𝑢

A (𝑎)/|𝑔|

Least Misery (LM). For each group 𝑔 = 𝑢1, 𝑢2, ...𝑢𝑘 , we introduce
a virtual user 𝑢𝑔 representing the group, and we compute:

• P𝑢𝑔

I (𝑖) = min𝑢∈𝑔 P𝑢
I (𝑖)

• P𝑢𝑔

A (𝑎) = min𝑢∈𝑔 P𝑢
A (𝑎)

Most Pleasure (MP). For each group 𝑔 = {𝑢1, 𝑢2, ...𝑢𝑘 }, we intro-
duce a virtual user 𝑢𝑔 representing the group, and we compute:

• P𝑢𝑔

I (𝑖) = max𝑢∈𝑔 P𝑢
I (𝑖)

• P𝑢𝑔

A (𝑎) = max𝑢∈𝑔 P𝑢
A (𝑎)

Group tripolar argumentation framework. Once we chose an ag-
gregation strategy, we can generate a TF for each group 𝑔 using
the A-I of the corresponding virtual user 𝑢𝑔 and the definition 3.6.
The group TF will be used for generating group explanations. We
illustrate a complete overview of the pipeline in Fig. 1.

3.3 Generating Explainations for Group
Recommendations

We propose a different approach to Rago et al. [35] in providing
explanations to recommendations. Felfernig et al. [13] separate ex-
planations in two categories of recommender systems: collaborative
filtering and content based. We use a similar approach: a first part
of the explanation refers to the aggregation strategy, while we use
the aspects from the A-I framework as the content based part of
the system.

3.3.1 Explaining Social Choice-based Aggregations. Our explana-
tions generated by taking the aggregation functions into account
are:

• LeastMisery: “item y has a group score of x due to the (lowest)
rating determined for user a”.

• Most Pleasure: “item y has a group score of x due to the
(highest) rating determined for user b”.

• Average: “item y is most similar to the ratings of users a, b,
and c”.

We can notice that none of those explanations take privacy
into account. For privacy reason, in a group-setting the rating of
individual users should not be available in the explanations. Taking
privacy into account, we obtain the following privacy-preserving
explanations:

• Least Misery: “item y is recommended because it avoids mis-
ery within the group”.

• Most Pleasure: “item y is recommended because it leads to
most pleasure within the group”.

• Average: “item y is most similar to the ratings of users of the
group”.

3.3.2 Content-based Explanations. We also defined texts to be used
to enrich the basic explanations and provide information about the
content of the recommender items. Following Felfernig et al. [13],
we formulate the following explanation: “Item t is recommended
since each group member is interested in aspect a”. Similarly as before,
taking privacy into account, we generate the explanation: “Item
t is recommended since each group member is interested in aspect
a”. These general examples can, in principles, be implemented for
any aspects related to the recommended items. However, previous
studies Najafian and Tintarev [29] highlighted how users prefer
short, simple, informal and friendly explanations. Hence, it is im-
portant to only select the most important aspects to be considered
in the explanation. Our proposed strategy is to prioritize extreme
ratings (i.e. worst and best rated aspects). We typically choose one
or two aspects that are supporting of the selected item in the group
TF, selecting the one or the two best rated aspects from the A-I
framework. Examples of group explanations for each considered
aggregation strategy are illustrated in the Table 1.

3.3.3 Individual Explanations for Group Members. While so far we
only focused on generating explanations to the group as a whole,
using the information obtained by group TF, explanations can also
be delivered to the individual users, using their individual TF. In this
case, privacy concerns of the specific user should not be considered
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Tripolar argumentation framework of G for item ix

Figure 1: An overview of the GRS pipeline with both the aspect-item framework and the tripolar argumentation framework.
Similarly to Rago et al. [35], we defined each node label in the aspect-item framework as (𝑥 ’s name,R(𝑢, 𝑥),R(𝑣, 𝑥),P𝑢

X (𝑥)), with
U = {𝑢, 𝑣}. In the figure, squares refer to movies, circles to actors, triangles to movie genres and parallelograms to directors. In
the tripolar argumentation framework, ’+’ denotes support, ’−’ attack and ’0’ neutral.
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Strategy Linguistic Explanation

LM Catch me if you can is recommended because it avoids misery within the group. Furthermore,
the movie is recommended since the group as a whole is interested in Drama and Tom Hanks.

MP
Catch me if you can is recommended because it leads to most pleasure within the group.

Furthermore,the movie is recommended since the group as a whole is interested in Drama and
Tom Hanks.

AVG Catch me if you can is most similar to the ratings of users of the group. Furthermore,
the movie is recommended since the group as a whole is interested in Drama and Tom Hanks.

Table 1: Group explanation examples for LM, MP and AVG given the recommended item Catch me if you can generated from
the group TF. Items are denoted in bold and aspects in italic.

Strategy Linguistic Explanation

LM
Catch me if you can is most similar to the ratings of users of the group, due to the lowest rating

determined for you. Furthermore, the movie is recommended since the group as a whole is interested
in Drama and Tom Hanks, and since you particularly like movies featuring Leonardo di Caprio.

MP
Catch me if you can is most similar to the ratings of users of the group, with the highest rating

determined for you. Furthermore, the movie is recommended since the group as a whole is interested
in Drama and Tom Hanks, and since you particularly like movies featuring Leonardo di Caprio.

AVG
Catch me if you can is most similar to the ratings of users of the group, despite a predicted rating
of 2.9 for you. Furthermore, the movie is recommended since the group as a whole is interested
in Drama and Tom Hanks, and since you particularly like movies featuring Leonardo di Caprio.

Table 2: Group explanation examples for LM, MP and AVG given the recommended item Catch me if you can generated from
the individual TF. Items are denoted in bold and aspects in italic.

anymore. Examples of user-targeted explanation generated using
this approach can be found in Table 2.

3.3.4 Tag-cloud Explanations. Group recommendation explana-
tions can also be visualized by mean of a Tag-cloud representation.
Bilgic and Mooney [5] demonstrate how keyword-style explana-
tions might improve recommendations’ perceived credibility and
transparency. Fig. 2 shows an example of a tag-cloud representation
in which we represent different aspects involved in the decision-
making process of the predicted item. Therefore tags in our scheme
are aspects, with the title of the wordcloud being the recommended
item. We can encode visuals in terms of shape or colors based on
how liked an aspect is by certain users of the group. In our case,
colors are based on the predicted rating of the aspect (green being
ratings close to 5, red close to 1). The height of aspects can be linked
to its importance in the decision-making process, in our case they
depend on the predicted rating. Our generated wordcloud are made
for both the group as a whole as well as for the individual users. In
the example in Fig. 2, only aspects with high predicted ratings are
displayed.

4 CONCLUSIONS AND FUTUREWORKS
This paper presents a novel approach for providing explainable
group recommendations, with a proof of concept of the use of
an argumentative framework for generating group recommenda-
tions and explanations. The proposed approach is based on the
concept of using an aspect-item framework as the foundation for

Catch me if you can

Figure 2: Wordcloud example for the movie Catch me if you
can

an argumentation framework, which aims to help group members
understand and accept the group recommendations. The underly-
ing hybrid RS combines collaborative filtering and content-based
recommendations, and is extended using some of the most used
aggregation methods: Average satisfaction, Least Misery, and Most
Pleasure. Furthermore, we explore several strategies to provide ex-
planations, making use of the tripolar argumentation frameworks
(TF) generated for the group and for each group member. More
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specifically, we presented explanations for the whole group and
explanations tailored for a specific group member, also considering
the importance of trust, transparency, and privacy in explanations
for GRS. Finally, we illustrated a very basic approach to provide
graphical explanations in the form of tag-clouds.

Our approach presents several notable advantages. Its explana-
tory power may enhance users’ understanding of the recommen-
dations provided. Additionally, incorporating an argumentative
framework enables the provision of both recommendations and ex-
planations in a single approach. Furthermore, we propose a privacy-
preserving version, ensuring the privacy of users of the group.
Lastly, the inclusion of graphical explanations through tag clouds
offers a different type of explanation. However, there are also some
disadvantages to consider. The approach necessitates the creation
of the A-I and TF components, which requires additional time and
resources, together with domain-specific information necessary to
connect aspects and items.

In future work, we plan to evaluate our approach, also to deter-
mine the “exact gain” of implementing our proposed system. First,
we plan to perform an offline evaluation of the group recommenda-
tions by comparing them with baseline strategies. Such evaluation
would be performed in different domains, and using both coupled
and decoupled evaluation [1, 32]. Secondly, the explanations strate-
gies needs to be evaluated. We plan to perform an online evaluation,
through a set if user studies. We aim at evaluating the quality of
explanations generated by the proposed approach for the entire
group or a specific user in terms of transparency, effectiveness,
trust, and privacy perception [26–29, 41], using social chioce-based
explanations as baseline [2, 43].
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