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ABSTRACT 
Machine learning systems can help humans to make decisions by 
providing decision suggestions (i.e., a label for a datapoint). How-
ever, individual datapoints do not always provide enough clear 
evidence to make confdent suggestions. Although methods exist 
that enable systems to identify those datapoints and subsequently 
abstain from suggesting a label, it remains unclear how users would 
react to such system behavior. This paper presents frst fndings 
from a user study on systems that do or do not abstain from labeling 
ambiguous datapoints. Our results show that label suggestions on 
ambiguous datapoints bear a high risk of unconsciously infuenc-
ing the users’ decisions, even toward incorrect ones. Furthermore, 
participants perceived a system that abstains from labeling uncer-
tain datapoints as equally competent and trustworthy as a system 
that delivers label suggestions for all datapoints. Consequently, if 
abstaining does not impair a system’s credibility, it can be a useful 
mechanism to increase decision quality. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; 
Human computer interaction (HCI). 
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1 INTRODUCTION 
Decision-support systems (DSS) leverage the computational com-
plexity of machine learning to support users in decision tasks in 
several domains, e.g., for medical diagnosis [9] or shopping [7]. In 
many use cases, decisions must be made for uncertain or ambiguous 
datapoints [1, 13] – datapoints for which a system might not be 
able to make a confdent decision suggestion. There are automatic 
methods to detect ambiguous datapoints [13, 15]. Like humans 
saying “I don’t know”, the system can make decisions when it is 
certain but defer uncertain datapoints to a human annotator. In 
decision-support tasks, however, all datapoints are typically shown 
to the user alongside the DSS’s suggestion for a decision. Users 
tend to rely on DSS’s suggestions, especially for ambiguous data-
points [17, 20], which might lead users toward incorrect decisions. 
As an alternative, abstaining systems do not deliver a suggestion on 
highly uncertain datapoints [4]. Although methods for equipping 
a DSS with an abstaining mechanism exist, we do not know how 
such behavior afects how users perceive the system. This led us 
to the following research question: How is the users’ perception of 
a DSS infuenced by a system that abstains from ofering support on 
ambiguous datapoints? 

To examine this research question, participants of our user study 
performed a labeling task with the help of a DSS. We varied the 
DSS’s behavior to either abstain or not abstain from suggesting a 
label for ambiguous datapoints. Our fndings show that users are, 
often unconsciously, infuenced by a system’s label suggestion on 
ambiguous datapoints. An abstaining system does not provide label 
suggestions on ambiguous datapoints and therefore cannot lead the 
user toward a wrong decision in those cases. Although an abstaining 
system explicitly discloses the boundaries of its capabilities to the 
user, our results suggest that it does not impair perceived system 
performance or credibility. Our research provides frst insights from 
the users’ perspective into abstaining as a mechanism for DSSs to 
deal with ambiguous datapoints. 
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2 RELATED WORK 
The “I don’t know” (IDK) mechanism frst appeared in the 1990s in 
the high-risk domain of anomaly detection in power plants [1]. Usu-
ally operating without human interference, these systems delegated 
uncertain cases to human operators. Contrarily, decision-support 
systems (DSS) predict a decision (e.g., a label in an annotation task) 
and suggest the prediction to the user. Mol et al. [15] argued that 
these systems need a safeguard mechanism to prevent displaying 
uncertain suggestions. Literature provides several approaches for 
“rejecting” individual datapoints [6, 13], i.e., classifying them as 
IDK and subsequently abstaining from labeling the instance. Am-
biguous datapoints that fall in the IDK category can be excluded 
from the dataset during training [18] to increase dataset consis-
tency or during testing to increase accuracy [12, 19]. However, in 
practice, rejected datapoints still need to be handled, e.g., by being 
deferred to a human expert [14], possibly with an explanation of 
why the sample was rejected [22]. However, all works presented 
above evaluated their algorithms in ofine experiments without 
users. 

A DSS helps users make decisions, e.g., in labeling or classifca-
tion tasks. However, literature shows that people frequently over-
rely on DSSs and follow incorrect suggestions, although they would 
have made a correct decision on their own [3, 8]. Especially ambigu-
ous decisions provoke this behavior: Wang et al. found that users’ 
reliance on a DSS increases with reduced confdence in their own 
decision [20] and Papenmeier et al. [17] mentioned that users might 
agree with a system when in doubt. Gandouz et al. argue that an 
abstaining system, i.e., a system that refrains from showing uncer-
tain suggestions, “better refects human decision-making” [6]. Other 
works similarly call for systems that communicate the boundaries of 
their capabilities to users [10]. A system that uses abstaining to deal 
with ambiguous datapoints would adhere to this design guideline. 
Yet, if a system shows high levels of uncertainty, a DSS’s perceived 
credibility (i.e., competence and trustworthiness [5, 21]), which is 
an important aspect of users’ perception [5], might be impaired [2]. 
So far, the immediate efects of a system that explicitly and visibly 
abstains from giving decision suggestions for ambiguous datapoints 
have not been investigated from the user’s perspective. 

3 METHOD 
As outlined above, DSSs support users in decision tasks by dis-
playing a suggestion for a decision, e.g., labels in a labeling task. 
However, ambiguous datapoints are difcult to classify because 
they provide ambiguous (or not enough) evidence for a clear label 
decision. The DSS might then be unable to provide reliable sugges-
tions. In those cases, an abstaining DSS could reject the sample, 
i.e., abstain from making a suggestion. To answer our research 
question, we assessed users’ perception of a DSS’s performance 
and credibility after interacting with it in a text labeling task. We 
focused on the users’ perception and used a fctive DSS with sim-
ulated output to be able to control its behavior. We employed a 
between-subjects design and simulated three DSSs, leading to the 
following conditions: 

C1 Correct: The fctive DSS displays correct label suggestions, 
i.e., the ground truth, on ambiguous cases. 

C2 Abstain: The fctive DSS does not provide a label suggestion 
(abstains) on ambiguous cases. 

C3 Wrong: The fctive DSS displays incorrect label suggestions 
on ambiguous cases. 

All three DSSs displayed correct label suggestions for unambiguous 
cases, which is possible as we control the DSSs’ outputs in our 
setup. The study received clearance from the ethics board of the frst 
author’s institution. All materials used in the study (questionnaire, 
dataset, and anonymized responses) are available online1. 

3.1 Use Case and Dataset 
For analyzing users’ perception of a DSS in a labeling task, we 
needed a dataset with ambiguous datapoints. In their work on 
human perception of classifcation mistakes, Papenmeier et al. [17] 
published a dataset with 50 phrases that are either “easy”, “difcult”, 
or “impossible” to label for human annotators. The phrases were 
taken from descriptions formulated by users who described either 
their wishes for a new laptop or a jacket. For example, the jacket 
phrase “a budget one that is durable enough to last a long time” 
was identifed as “difcult” to label. At the same time, the ground 
truth labels were collected along with the descriptions. That is, the 
ground truth labels were not retrospectively annotated and are 
therefore not afected by subjective interpretations of annotators. 

To identify those phrases from the dataset that a DSS should 
abstain from, we asked 30 crowd workers from Prolifc2 (native 
English speakers, UK residents, no literacy problems) to annotate 
the phrases. We ofered the label options “laptop”, “jacket”, and 
a residual option “don’t know / unsure”. We reduced the dataset 
to 30 phrases to avoid fatigue and boredom efects: Based on the 
annotations of the crowd workers, we selected 10 laptop and 10 
jacket phrases that were unambiguous, i.e., that were correctly 
annotated by all crowd workers (e.g., “i would need one with lots of 
memory and ram available to store large fle formats” ). Additionally, 
we selected 5 laptop and 5 jacket phrases that crowd workers found 
ambiguous, i.e., that had the highest percentage of “don’t know / 
unsure” annotations (e.g., “quality is most important to me no matter 
what brand”, with 63% of the crowd workers having selected “don’t 
know / unsure”). 

3.2 Task and Procedure 
First, participants gave informed consent for participation and pro-
vided demographic data (age, gender). They then read the scenario 
that framed the text labeling task as part of a high-quality dataset 
collection in collaboration with a retail company. The DSS was 
introduced as a software provided by the retail company. In C2 
(abstaining on ambiguous phrases), we introduced the abstaining 
mechanism as a result of the software not reaching a fnal decision 
for some phrases. Participants were then instructed to label the 
phrases and read the software’s suggestions to provide feedback 
on its performance after the task. Following a training phase with 
two phrases, participants entered the main phase with 30 phrases 
(see Figure 1) in random order, including two attention checks. Sub-
sequently, participants completed a post-task questionnaire about 
the perceived performance and credibility of the DSS. 

1https://git.gesis.org/papenmaa/dis23_perceptionofabstaining 
2https://www.prolifc.co 
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Figure 1: Examples of the task: clear phrase with label suggestion (left) and ambiguous phrase with abstaining system (right). 

3.3 Measures and Analysis 
In this experiment, we measured the following three dependent 
variables: 
User performance: We calculated participants’ labeling accu-
racy on ambiguous phrases w.r.t. the ground truth. 
Perceived performance: Participants rated the DSS’s overall 
performance after the task on a 7-point scale (“1” = very poor to 
“7” = excellent). 
Perceived credibility: Participants rated the DSS’s credibility 
after the task on 7-point semantic diferentials for competence 
(unqualifed - qualifed, inexperienced - experienced, incompetent 
- competent, Cronbach’s � = .91) and trustworthiness (dishonest 
- honest, untrustworthy - trustworthy, Cronbach’s � = .86). 

We further gathered qualitative insights into participants’ decision-
making process: In all three conditions (correct, abstaining, wrong 
label suggestions), participants also described how the suggestions 
infuenced their labeling behavior. We performed one-way ANOVAs 
with two-tailed Mann-Whitney U-Tests for post-hoc comparisons 
to compare the three groups regarding the dependent variables. We 
used a signifcance level of � = 0.05 (two-sided) and report p-values 
after Bonferroni correction to counteract the repeated testing bias. 

3.4 Participants 
We recruited N = 120 participants on Prolifc (English native speak-
ers, UK residents, no literacy difculties). All participants received 
a fnancial allowance of 1.20 GBP (7.20 GBP/h). Twelve responses 
were excluded from the analysis due to failed attention checks. The 
108 participants with valid responses were, on average, M = 43.4 years 
old (SD = 13.3 years) and approximately balanced between male 
and female gender (55 female, 52 male, 1 non-binary). Participants 
in the three conditions did not difer regarding age (F(2,105) = 0.028, 
p = 0.972) or gender distribution (�2 (2) = 0.050, � = 0.975). 

4 RESULTS 
Users frequently adopt incorrect suggestions of a DSS [3, 8], es-
pecially on ambiguous datapoints [17, 20]. In those cases, an ab-
staining DSS would lead to better outcomes. To confrm that this 
behavior is also present in our use case of labeling jacket and laptop 
sentences, we investigated how a DSS infuences users’ labeling 
performance (i.e., how often users chose the correct label). Table 1 
shows the mean performances, i.e., how often participants chose the 
correct label on average. We defne the “correct” label as the ground 
truth label from the dataset. The ANOVA showed a signifcant main 
efect. The post-hoc test results showed that providing wrong label 

suggestions led to a signifcantly poorer label performance than 
abstaining (C3 vs. C2: U = 231.0, p < .001) or providing correct label 
suggestions (C3 vs. C1: U = 135.5, p < .001). The results did not 
show a diference between C1 and C2 (U = 476.0, p = .078). We 
also asked participants how the system infuenced their decisions. 
Although the label performance is signifcantly diferent in C1 than 
in C3, many participants reported that the label suggestions did 
not infuence their decisions (47% in C1, 56% in C3), e.g., “It didn’t. 
I used my own judgement of the phrases to decide” or “Didn’t really 
infuence at all, I went with what I thought about the phras”. 

To understand how users perceive an abstaining system, we 
investigated the perceived performance and perceived credibility 
(via competence and trustworthiness) in all three conditions. Table 1 
(right) presents the mean ratings of the three perception variables. 
The ANOVA did not show a signifcant main efect for any of the 
three variables. 

5 DISCUSSION AND CONCLUSION 
In this experiment, we investigated how users perceive diferent 
behaviors of decision-support systems (DSS) that either deliver 
correct (C1), incorrect (C3), or no decision suggestions (C2) for 
ambiguous datapoints. Our fndings show that participants were 
strongly infuenced by the DSS’s label suggestion on ambiguous 
datapoints and often selected the same label as the system. However, 
participants were, to a large extent, unaware of this infuence as 
the qualitative data reveals. 

The diference in user performance between the abstaining sys-
tem (C2) and the correct labeling system (C1) was small (7% in-
crease) compared to the diference between abstaining (C2) and 
wrong suggestions (C3) (27% decrease). That is, in our use case, the 
risk of steering participants toward wrong decisions was higher 
than the small gain of providing correct labels. As machine learn-
ing systems are likely to perform worse on ambiguous datapoints 
than on clear datapoints (see [12, 19]), abstaining from suggesting 
a decision for ambiguous datapoints could be advantageous. In the 
medical domain, for example, a DSS could recommend further tests 
instead of an uncertain diagnosis when patient data is inconclusive. 
However, future work should investigate why wrong suggestions 
had a stronger infuence on users than correct suggestions. 

A potential downside of an abstaining system could be that users 
perceive a system as less knowledgeable and less trustworthy when 
it cannot perform the task it was built for (in our case, provide label 
suggestions). However, our fndings do not support this. There was 
no diference in perceived system performance, perceived compe-
tence, or perceived trustworthiness across conditions. As many 
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Table 1: Left: Mean user performance on IDK phrases in percent with respect to the ground truth. Right: Mean ratings of 
perceived system performance and credibility and comparison of means with one-way ANOVAs. 

User Perceived Perceived Perceived 
Performance Performance Competence Trustworthiness 
M SD M SD M SD M SD 

C1 Correct 76% 16% C1 6.00 1.11 5.75 1.22 5.78 1.33 
C2 Abstain 69% 15% C2 5.89 0.85 5.58 1.01 5.72 0.97 
C3 Wrong 42% 21% C3 5.75 0.79 5.75 0.96 5.88 0.89 

ANOVA F(2,105) = 35.13, p < .001 ANOVA F(2,105) = 0.629, p = .535 F(2,105) = 0.301, p = .741 F(2,105) = 0.181, p = .834 

real-life datasets contain ambiguity, systems need to be prepared to 
work with ambiguous data. Our fndings suggest that abstaining is a 
potential mechanism to deal with ambiguous datapoints. Therefore, 
in our future work, we will take a closer look into abstaining mech-
anisms from the users’ perspective and develop design guidelines 
for abstaining interactive systems. 

In our user study, we used a dataset with clearly ambiguous 
and clearly unambiguous datapoints and employed fctive DSSs. In 
reality, datapoints might span the full bandwidth of ambiguity. Prac-
titioners need to identify ambiguous datapoints, for which several 
methods have been proposed previously [6, 11, 12, 16]. However, as 
those methods might introduce additional mistakes and DSSs might 
make classifcation mistakes, we want to investigate in the future 
how users perceive incorrect abstaining behavior, e.g., when the 
system abstains from labeling clear datapoints. Moreover, we want 
to test diferent ways of communicating the reasons for abstaining, 
e.g., with explanations or the classifer’s confdence score. 
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