
Origami Sensei: Mixed Reality AI-Assistant for Creative Tasks 
Using Hands 

Qiyu Chen∗ 
qiyuc@andrew.cmu.edu 

Carnegie Mellon University 
Pittsburgh, USA 

Dina El-Zanfaly 
delzanfa@andrew.cmu.edu 
Carnegie Mellon University 

Pittsburgh, USA 

Richa Mishra∗ 
richamis@andrew.cmu.edu 
Carnegie Mellon University 

Pittsburgh, USA 

Kris Kitani 
kmkitani@andrew.cmu.edu 
Carnegie Mellon University 

Pittsburgh, USA 

Figure 1: Origami Sensei, a mixed-reality system that assists beginners in creating origami by providing step-by-step instructions 
in real-time. 

ABSTRACT 
Learning creative tasks that involve using hands and the body, like 
knitting and music playing, can be challenging for beginners. We 
introduce Origami Sensei, a mixed-reality system that assists begin-
ners in creating origami by providing step-by-step instructions in 
real-time. Origami Sensei enables users to create their own origami 
pieces from a library of pre-existing designs. It uses computer vi-
sion algorithms to identify the user’s current origami step. It then 
provides them with real-time visual projections and verbal feed-
back to assist them in completing the next steps. The current setup 
consists of a tablet, a refective mirror and a small projector. This 
research approach opens possibilities for introducing mixed-reality 
systems for learning hands-on skills in other felds such as welding, 
sculpting and even surgical operations. Future steps for this project 
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include developing multimodal instructions and conducting user 
studies. 

CCS CONCEPTS 
• Computer systems organization → Real-time system architec-
ture; • Human-centered computing → Systems and tools for in-
teraction design; • Computing methodologies → Activity recog-
nition and understanding; • Applied computing → Fine arts. 
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1 INTRODUCTION 
Learning creative tasks that involve using hands and the body, like 
origami, welding, or knitting, can be challenging for beginners. 
Traditional methods of instruction, such as instruction manuals 
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or videos, do not provide feedback on learners’ performance [20]. 
This feedback is essential in the learning process as it helps learn-
ers track their progress and identify areas for improvement [21]. 
By contrast, modern computer vision systems and mixed reality 
technologies can ofer real-time feedback to users, allowing them 
to track their progress and correct errors as they occur. This ap-
proach is particularly helpful for beginners who need support in 
developing their skills. In this work, we focus on origami as a case 
study here for several reasons: First, compared to knitting and weld-
ing, origami is a simpler task with a standardized set of folding 
actions [17][13]; Second, origami requires only papers and a few 
basic tools, rendering it a low-cost and accessible task for people 
from all backgrounds [22]. Lastly, origami is a highly planar visual 
task, which makes it easier for a computer vision system to capture 
and provide real-time feedback. 

Learning origami through traditional methods, like instructional 
manuals and videos, can be difcult for beginners [20][21]. These 
methods may lack detailed explanations, assume prior knowledge, 
use unclear jargon, and only present discrete steps and fnal results. 
Also, these instructional methods are limited to two dimensions, 
either printed paper or digital screens, and do not provide guidance 
on what to do in the event of mistakes. 

We introduce Origami Sensei, a mixed-reality system that assists 
beginners in creating origami by providing step-by-step instruc-
tions in real-time. Origami Sensei enables users to create their own 
origami pieces from a library of pre-existing designs. It uses com-
puter vision algorithms to identify the user’s current origami step. 
It then provides them with real-time visual projections and verbal 
feedback to assist them in completing the next steps. The current 
setup consists of a tablet, a refective mirror and a small projector. 
The complete system uses computer vision models and algorithms 
to achieve three primary functions: (1) recognize the current step of 
the user; (2) ofer guidance on how to proceed to the next step; and 
(3) detect when the user makes a mistake and provide tailored in-
structions to rectify it. Compared to existing instructional methods, 
Origami Sensei ofers a new modality of origami instruction with an 
unprecedented level of learner-centric interaction and automation, 
which means placing the learner’s needs and interests at the center 
of the learning experience. This research approach opens possibili-
ties for introducing mixed-reality systems for learning hands-on 
skills in other felds such as welding, sculpting and even surgical 
operations. 

This work-in-progress paper presents our progress on develop-
ing the system. We begin by reviewing the background and related 
work on AI-assistant origami teaching and defning our new system 
setup. We then collect origami folding data, and achieve the frst 
main functionality of step recognition by training convolutional 
neural network classifers. Moving forward, we will implement 
additional computer vision algorithms to accomplish the remain-
ing two functions of Origami Sensei and conduct a comprehensive 
survey to evaluate the system. 

2 BACKGROUND AND RELATED WORK 

2.1 Origami and Traditional Forms of 
Instruction 

The word "origami" comes from the Japanese words "ori" (to fold) 
and "kami" (paper) [1]. The idea behind origami is simple: take a 
single sheet of paper and fold it sequentially into a beautiful, often 
intricate, artwork. 

However, mastering the art of origami, or even simply following 
the instruction, is challenging due to several factors. For instance, 
some folds in the instruction can have multiple candidates from a 
fxed viewpoint [21], and certain inherently-3D folds like the closed 
sink fold are hard to represent in two dimensions [24]. Moreover, 
traditional forms of origami instruction lack the intuitiveness, con-
venience, and interactive elements ofered by modern technology 
[22][20]. There are assorted traditional forms available, ranging 
from the least learner-centric, such as crease patterns (creases on an 
unfolded paper) [15], to the most learner-centric, like instructional 
videos, which record the entire folding process. Nevertheless, even 
the most detailed video cannot confrm if the last step is folded 
correctly or project instructions directly onto the paper. 

Mixed reality AI-assistant forms of instructions have been exten-
sively studied for other tasks like driving [6], motherboard assembly 
[18], and welding [2][11]. Given the growing importance of origami 
in felds like architecture, robotics, and astronautics [15], there is 
a need for a learner-centric mixed reality AI-assistant system for 
origami learning to make it easier and more accessible for learners 
to master complex folds involved in origami creation. 

2.2 Existing Pipelines and Applications 
Various approaches have been employed in developing a visual 
and digital origami teaching system. One simple approach is the 
use of static images depicting the output of each step along with 
textual instructions [24]. Users using this system would have to 
manually advance to the next state, and there is no feedback on 
users’ progress. This kind of system is essentially a digital version of 
instruction manuals. Unfortunately, most origami teaching systems 
today are some version of this. 

The most relevant prior pipeline to our work is from a series of 
studies conducted by a group of Japanese researchers from 1997 to 
2020 [19][12][23][20][21]. These studies also aimed to automatically 
recognize origami steps and provide feedback to users. However, 
their pipeline relied heavily on machine learning algorithms and 
involved numerous pre-processing and post-processing steps, mak-
ing it overly complicated for developers. In addition, their approach 
was limited to the set-up of a white paper on a black background, 
and they restricted the defnition of each step to only the silhouette 
of the paper, without taking into account details like creases inside 
the paper. Lastly, their approach to instruction was limited to a 
computer application that displayed the step recognition results 
and instructions for the next steps on the screen only. 

Recent work [22] developed a mixed reality system to aid origami 
learning. However, their work sufered from minimal interaction 
and a lack of automated step tracking and tailored instructions. 
For instance, users must manually click a button to see the instruc-
tion for the next step. While previous works, such as [16] and the 
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PlayGAMI application [8], have achieved real-time automatic paper 
or step tracking, they depend on visual cues on specialized paper 
surfaces, which are not used in common origami papers and thus 
not widely applicable. 

By contrast, the neural networks in our method can leverage the 
inherent patterns underneath the data to achieve automatic step 
recognition based solely on the appearance of the paper without 
making any assumptions about the appearance of the background 
or the paper itself. The complete pipeline can provide instructions 
through projection and guide users to correct mistakes as well. 

3 ORIGAMI SENSEI 
The current setup consists of a tablet, a refective mirror and a small 
projector. We use the tablet’s camera to automatically track the 
progress of the user in real time and utilize a projector to provide 
folding instructions overlaid onto the tracked paper. In order to 
achieve this, we exploit data-driven models to replace some ma-
chine learning algorithms used in the previous pipeline [21] which 
engenders restrictive set-up, overly simplifed assumptions, and 
complicated data processing steps. 

In our design, depicted on Fig. 2, an iPad is used along with a mir-
ror attachment from Osmo [10] attached to its front-facing camera. 
This confguration enables the system to capture video of the user 
building origami while simultaneously displaying visual guidance 
on the front screen. From RGB image input, the system predicts 
the current state of the origami being constructed. When the user 
successfully arrives at a new step, the system will provide instruc-
tions for the next step on the screen and projection on the physical 
origami paper. However, if a mistake is detected, the system ofers 
tailored feedback to help the user correct the error. During actual us-
age, when users fnish a step, they move their hands away from the 
paper (since it will be predicted as the transition state otherwise), 
and immediately receive feedback based on the model prediction. 
The system gives feedback by overlaying folding instructions on 
top of the physical paper using a small projector, along with some 
optional text. The whole process is repeated until the user attains 
the last step. This pipeline is also shown in Fig. 3. 

3.1 Step Recognition Classifer 
The main functionality of our vision based system is to automati-
cally recognize the user’s current step in real-time. We view this 
step recognition problem as a multi-class classifcation task tackled 
using convolutional neural networks. Each state, either a completed 
step or a transition state in between two steps, of the origami paper 
will be predicted by the convolutional neural network classifer. 
For the sake of accuracy, we defne every image frame with hands 
occluding the origami paper as the transition state. Such design 
choice largely removes the adverse efect of hand occlusion during 
step recognition without enforcing large demands on the user’s 
side. 

We initialize a ResNet18 model [9] with weights pre-trained on 
ImageNet [4] and replace the last classifcation layer with our own. 
Then we fne-tune the whole model using our dataset explained 
in Section 3.2. Currently, we train one model per origami design, 
since we want to focus on optimizing the instruction-giving module 
rather than generalizing over many origami models. 

Figure 2: Our system design diagram. 

Figure 3: Current origami state estimation pipeline. 

3.2 Dataset 
To develop robust computer vision models that can efectively rec-
ognize diferent origami states, we need datasets for model training. 
An alternative perspective to view this is that, [21] manually docu-
ments all the operation details of every step of the folding process 
into specifc data structures, while we use data-driven neural net-
works to implicitly learn the visual characteristics of each fold. 
Another beneft of using neural networks trained on datasets is 
that we can achieve generalization across various paper types and 
background patterns through data augmentation. 

Although there are a few publicly available origami datasets 
[14], they are not appropriate for step recognition. Therefore, we 
gathered our own dataset by recording videos of an individual cre-
ating origami using both an iPad with an Osmo mirror attached (as 
shown in Fig. 1) and a cellphone positioned above the workspace. 
It is worth noting that the captured images are consistent in terms 
of distance to the paper and lighting to capture maximum amount 
of details. Additionally, we pre-process the videos by extracting 
frames at 10 frames per second, cropping the area of interest, and 
applying a homography transformation to correct for the perspec-
tive distortion caused by the Osmo mirror. In the end, we collect 
over 23,000 image frames. Since all transition states are pooled 
together to state 0, they easily dominate the dataset. To address 

149



DIS Companion ’23, July 10–14, 2023, Pitsburgh, PA, USA Qiyu Chen, Richa Mishra, Dina El-Zanfaly, and Kris Kitani 

Figure 4: Our dataset for an origami dove. Left: examples of pre-processed images for each state. Right: the same set of images 
after resizing and background replacement. 

. 

Figure 5: Demonstration of Origami Sensei overlaying instructions onto the physical origami paper for steps 1, 2, 3, and 4 of an 
origami dove model. The top row shows the whole system and a user following the instructions to fold the paper. The bottom 
row provides close-ups of the user’s view of the projected instructions and descriptions. 

this class imbalance issue, we randomly select samples from each right). Furthermore, during training, we also employ online data 
state based on the minimum frequency of all states. The resultant augmentation techniques including fipping, rotation, color jitter-
samples for an origami dove model are displayed in Fig. 4 left. ing, perspective distortion, etc. so that the trained network can 

To increase data efciency and avoid collecting and manually generalize to a reasonable spectrum of background texture, paper 
annotating hundreds of videos, we augment our data via green colors, lighting, distance, and angles. The fnal dataset contains 
screen techniques on the fve collected videos to replace the back- 7,920 images (720 images per state) for training and 880 images 
ground with other texture images from [5][7][3]. Specifcally, we for testing. Since these test samples are from the same videos as 
synthesize 10 new videos with diferent texture background (Fig. 4 training samples, they difer only in the background pattern and the 
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efect caused by online data augmentation. In order to estimate the 
model’s out-of-distribution (OOD) generalization, we collect a new 
set of 660 test images (60 images per state) from videos recorded un-
der diferent lighting using unseen paper colors and table patterns 
across 360 degree rotation and diferent distance. 

4 EXPERIMENTS 
Our classifcation model achieves a high accuracy of 97.8% on the 
normal test set. When tested on OOD data recorded under diferent 
set-ups and angles, the accuracy drops to around 75%. We believe 
such performance drop can be mitigated by incorporating more 
data or heavier data augmentation. It is also possible to fnetune 
the model by taking a few images in the new background before 
running inference. To the best of our knowledge, our pipeline is 
the frst to use the convolutional neural network on origami step 
classifcation, and our experiment proves its ability to implicitly 
learn the characteristics of diferent steps. Currently, we are devel-
oping an iOS app using PyTorch Mobile and SwiftUI to deploy the 
network on an iPad in order to test the generalization ability in real 
time on diferent origami models. 

5 CONCLUSION AND FUTURE WORK 
We aim to improve hands-on skills for creative tasks through the 
use of mixed-reality and computer vision systems. We are currently 
developing Origami Sensei, a mixed-reality system that helps be-
ginners create origami pieces by providing real-time step-by-step 
projected instructions. Our approach involves using computer vi-
sion algorithms to identify the user’s current origami step and to 
provide real-time visual projections and verbal feedback to assist 
learners. We show that data-driven models that we developed can 
predict the current state of the origami accurately. After deploying 
the trained model on iPad, we will iteratively add and test more 
advanced features towards the complete system pipeline. 

5.1 Designing the Instructions 
For next steps, we will co-design the verbal and projected instruc-
tions with users. We are interested in how the instructions will 
be overlaid on the physical origami paper. Additionally, we aim to 
determine what level of visual and verbal guidance that origami 
Sensei should provide. We will also add a "mistake" state in the clas-
sifcation model and incorporate a Hidden Markov Model on top of 
it to add another level of control and predict users’ mistakes. Based 
on the prediction, using the projection interface and another paper 
pose estimation model, the system can give continuous feedback 
by overlaying instructions onto the physical paper that the user is 
folding, while simultaneously showing the instructions on the iPad 
screen, as illustrated in Fig. 5. 

5.2 User Study 
We will develop and evaluate our system with users of diferent 
skill levels in origami, as well as with origami models of varying 
levels of difculty. We aim to gather user feedback of the system’s 
efectiveness in providing a learner-centric and interactive origami 
learning experience. 
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