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ABSTRACT

The Longest Common Subsequence (LCS) is a fundamental string

similarity measure, and computing the LCS of two strings is a

classic algorithms question. A textbook dynamic programming al-

gorithm gives an exact algorithm in quadratic time, and this is

essentially best possible under plausible �ne-grained complexity

assumptions, so a natural problem is to �nd faster approximation

algorithms. When the inputs are two binary strings, there is a sim-

ple 1
2 -approximation in linear time: compute the longest common

all-0s or all-1s subsequence. It has been open whether a better ap-

proximation is possible even in truly subquadratic time. Rubinstein

and Song showed that the answer is yes under the assumption that

the two input strings have equal lengths. We settle the question,

generalizing their result to unequal length strings, proving that,

for any Y > 0, there exists X > 0 and a ( 12 + X)-approximation

algorithm for binary LCS that runs in =1+Y time. As a consequence

of our result and a result of Akmal and Vassilevska-Williams, for

any Y > 0, there exists a ( 1@ + X)-approximation for LCS over @-ary

strings in =1+Y time.

Our techniques build on the recent work of Guruswami, He, and

Li who proved new bounds for error-correcting codes tolerating

deletion errors. They prove a combinatorial “structure lemma” for

strings which classi�es them according to their oscillation patterns.

We prove and use an algorithmic generalization of this structure

lemma, which may be of independent interest.
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1 INTRODUCTION

In this paper, we give improved approximation algorithms for the

Longest Common Subsequence (LCS), a fundamental string simi-

larity measure that is of theoretical and practical interest. The LCS

of two strings, as the name suggests, is the length of the longest se-

quence that appears as a (not necessarily contiguous) subsequence

in both strings. The LCS is one of the most ubiquitous ways to quan-

tify the similarity of two strings, a task that appears in a variety of

contexts from spell checkers to DNA processing.

Computing the LCS is a classic algorithms question. A textbook

dynamic programming algorithm gives an exact algorithm in qua-

dratic time $ (=2), while the fastest known algorithm runs in time

$ (=2/log2 =) [27]. Whether we can improve these algorithms has

been a longstanding open question (see, for example, Problem 35

of [21]). Under �ne-grained complexity assumptions such as the

Strong Exponential Time Hypothesis [2, 5, 17] and even more plau-

sible hypotheses [3], there is no exact algorithm for LCS in time

$ (=2−Y ) with Y > 0. Because of these barriers for exact algorithms,

it is natural to wonder whether there are faster approximation

algorithms.

When the inputs are two binary strings, the simple algorithm

that computes the longest all-0s or all-1s common subsequence

gives a 1
2 -approximation in linear time. Despite its simplicity, this

has been the best known approximation for binary LCS on arbitrary

inputs, even in truly subquadratic time (=2−Y for an absolute Y > 0).

This raises the following natural question.

Question 1.1. Do there exist X, Y > 0 and a ( 12 + X)-approximation

algorithm of the LCS of two binary strings of length at most = in

time $ (=2−Y )?
Towards Question 1.1, Rubinstein and Song [30] showed that,

if we assume the input strings have the same length, for all Y > 0,

there is a ( 12 + X)-approximation of the LCS in time $ (=1+Y ) (X
depends on Y). However, for the general setting of unequal length

inputs remained open.

Our main result answers Question 1.1 in full, handling unequal

length strings.

Theorem 1.2. For all Y > 0, there exists an absolute constant

X = X (Y) > 0 and a deterministic algorithm that, given two binary

strings G and ~ of not-necessarily-equal length, outputs a ( 12 + X)-
approximation of the longest common subsequence in time $ (=1+Y )
where = = max( |G |, |~ |).1

1Our runtime is actually$ (= · min( |G |, |~ | )Y ) , which is slightly better in the case ~
is much longer than G , but we state it as is for simplicity.
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We note that our algorithm uses the equal-length LCS algorithm

of [30] as a black box, so any improvements in the equal-length

setting automatically yield improvements in the unequal-length

setting. In general, if there is an equal-length LCS algorithm running

in time) (=) giving a ( 12 + X)-approximation, our algorithm gives a

$ ((=+) (=)) log� =) time ( 12+X�)-approximation on unequal length

strings, for an absolute constant �. Furthermore, while we present

our algorithm as outputting the length of the longest common

subsequence, we can output the subsequence of the promised length

if the black-boxed equal-length LCS algorithm can.

Our work gets around a technical barrier for unequal length

strings, which was highlighted in [7]. The algorithms of [30] used

the intimate connection between LCS and Edit Distance, the number

of insertions, deletions, and substitutions needed to transform one

string to another. If we ignore substitutions, Edit Distance and LCS

are in fact equivalent to compute exactly. Similar to LCS, there is

no exact algorithm for Edit Distance in =2−Y time with Y > 0, under

plausible �ne-grained complexity assumptions [3, 13, 17]. Approxi-

mation algorithms for Edit Distance are well-studied, and a recent

line of work [8–10, 12, 14, 15, 19, 22, 25] culminated in a constant-

factor approximation of Edit Distance in almost-linear time [10].

Rubinstein and Song used these approximation algorithms for Edit

Distance to obtain their approximation for LCS. However, because

they rely on Edit Distance algorithms, they crucially use that the

strings are equal length: note that if one string has length = and the

other string has length 100=, their edit distance is always at least

99=, so even computing a 3-approximation of edit-distance of the

two input strings would be unhelpful for approximating LCS.

Our work gets around this problem by using di�erent techniques

to handle unequal length strings. Our techniques are adapted from

a recent work [23] that proves lower bounds for error-correcting

codes correcting deletions [26, 31] via the following combinatorial

result about LCS.

Theorem 1.3 ([23], deletion code limitation). There exists an ab-

solute constants �, X > 0 such that for any set � of binary strings

of length = with |� | ≥ 2log
� = , there exist two strings G and ~ with

LCS(G,~) ≥ ( 12 + X)=.

Intuitively, we may expect the techniques for Theorem 1.3 to be

useful here because it shares similarities with our main result, Theo-

rem 1.2. While Theorem 1.3 is a “negative result” for deletion codes,

it is a “positive result” in the algorithmic sense, as it shows that

among any small set of strings, two of them have a long common

subsequence. Furthermore, it has a similar �avor as Question 1.1,

as both consider “beating the trivial matching” for LCS in binary

strings. Thus, one might suspect then that these two problems are

related, and we show indeed they are. On the other hand, adapting

the techniques from [23] to our setting is nontrivial as we need to

(i) make the combinatorial techniques algorithmic and (ii) handle

unequal length strings (note in Theorem 1.3 all strings are of the

same length).

Computing LCS is also interesting over larger alphabets. Approx-

imating LCS when there is no restriction on the alphabet has been

well studied [11, 16, 24, 28, 29], and currently the best result [11, 28]

gives a randomized 1
=> (1)

-approximation in linear time. Over an

alphabet of a given size @ > 2, there is, similar to the binary case, a

trivial linear time 1
@ -approximation obtained by taking the longest

common constant subsequence. For �xed @, over general @-ary in-

puts, this was the best known approximation, even in subquadratic

time. For @-ary inputs where the two strings have the same length,

Akmal and Vassilevska-Williams [7] (see also [6]) generalized the

result of Rubinstein and Song, showing for all Y > 0 there is a

( 1@ + X)-approximation in =1+Y time.

By the work of Akmal and Vassilevska-Williams [7], our main

result immediately implies improved approximation algorithms

over non-binary alphabets, for the general case of not-necessarily-

equal length strings. Akmal and Vassilevska-Williams showed that

if there is a ( 12 +X)-approximation for binary LCS (which we show),

there is a ( 1@ + X ′)-approximation for @-ary LCS in essentially the

same runtime. Hence, we have the following corollary.

Corollary 1.4 (Follows from Theorem 1.2 and Theorem 1 of [7]).

For all Y > 0 and integers @ ≥ 2, there exists an absolute constant

X = X (Y) > 0 and a deterministic algorithm that, given two @-ary

strings G and ~ of not-necessarily-equal length, outputs a ( 1@ + X)-
approximation of the longest common subsequence in time $ (=1+Y )
where = = max( |G |, |~ |).

2 PRELIMINARIES

For clarity of presentation, we sometimes drop �oors and ceilings

where they are not crucial.

Strings. For a string G , a subsequence of G is any string obtained

by deleting any number of bits of G . A substring is a subsequence

that appears as consecutive bits of G . Let 0(G) and 1(G) denote the
number of zeros and ones, respectively, in G . A property % of binary

strings is a set of binary strings. We say a string G satis�es/has a

property % if G is in the set % .

Intervals. We use interval notation similar to that of [19]. By

convention, an interval � = [0, 1] denotes the set {0+1, 0+2, . . . , 1},
and we write start � = 0 and end � = 1. Note that � and � ′ are disjoint
if and only if either end � ′ ≤ start � or end � ≤ start � ′. The length
of an interval � = [0, 1] is 1 − 0. For a string G , let G� denote the
contiguous substring G0+1G0+2 · · · G1 . By abuse of notation, when

the string G is understood, we may use � to refer to the substring

G� . For an integer F , we say interval � is F-aligned if start � and

end � are multiples ofF . An interval is aF-interval if it has length

F and is F-aligned. Let roundF (� ) denote the largest F-aligned
subinterval of � . Note we always have |roundF (� ) | > |� | − 2F .

For an interval � and integer F , let IF (� ) be the collection of

F-intervals that are subintervals of � . When a string G is understood

(as it always will be), we write IF ≔ IF ( |G |). Note that if |G | is a
multiple ofF , the intervals of IF partition [<].

A rectangle is a product � × � where � and � are intervals. A

square is a rectangle � × � with |� | = |� |. A certi�ed rectangle is a

pair (� × � , ^) where ^ is a positive number.

De�ne a partial ordering on intervals, where � < � ′ i� end � ≤
start � ′. That is, every element of � is less than every element of

� ′. Note that if two intervals have nonempty intersection, they

are incomparable. We also de�ne a partial ordering on rectangles,

where � × � < � ′ × � ′ i� � < � ′ and � < � ′. We say a collection of
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(certi�ed) rectangles is ordered if any two (certi�ed) rectangles are

comparable under this partial order.

For any two strings G and ~, �x a canonical matching g = g (G,~)
between the bits of G and ~ that achieves the longest common

subsequence (g is not necessarily unique, but we can �x it to be, say,

the lexicographically earliest one). For � ⊂ [|G |], let �g
�
denote the

(unique) smallest interval such that the bits of G� are only matched

with bits in ~� g
�
in the matching g . Note that clearly if � ′ and � are

disjoint, then �g
�
and �g

� ′ are disjoint.

For any string G , we write 3 (G) for the density of G , i.e. the ratio

between the number of ones in G and the length of G . For W > 0, we

say an interval � is W-balanced in G if 3 (G� ) ∈ [ 12 ± W], and we say �

is W-imbalanced in G otherwise. If G is understood (as it always will

be), we simply say W-balanced and W-imbalanced. A useful property

of balanced strings G is that we can �nd LCS close to |G |/2 with
any other string of the same length.

Lemma 2.1. If G and ~ are strings such that G is W-balanced and

|G | = |~ |, then LCS(G,~) ≥ ( 12 − W) |G |.

Proof. Suppose without loss of generality ~ has at least |~ |/2
ones. Then ~ has at least |G |/2 ones. Since G is W-balanced, then G

has at least ( 12 − W) |G | ones, so the LCS is at least ( 12 − W) |G |. □

Algorithms. Let Trivial(G,~) denote the output of the simple

algorithm that outputs the longest all-0s or all-1s subsequence.

Clearly Trivial(G,~) = max(min(0(G), 0(~)),min(1(G), 1(~)).
Rubinstein and Song showed that one can obtain a ( 12 + X)-

approximation of equal length LCS. Their result immediately ex-

tends to a ( 12 +X ′)-approximation for near-equal length LCS, which

we use.

Theorem 2.2 (Follows immediately from [30]). For any Y > 0, there

exists a X4@ = X4@ (Y) > 0 and a ( 12 + X4@)-approximation of the LCS

of two binary strings G and ~ with |G |, |~ | ∈ [(1 − X4@)=, (1 + X4@)=]
in time $ (=1+Y ).

Let EqLCS(G,~) denote the output of the algorithm from Theo-

rem 2.2.

3 PROOF SKETCH

In this section we give a high-level overview of our almost-linear

time LCS approximation algorithm, Theorem 1.2. We start by de-

scribing the novel ingredient, our algorithmic structure lemma,

Lemma 4.1. It states, roughly speaking, that binary strings B of

lengthF can be classi�ed among one of $ (logF) oscillation types

or scales, such that for any two strings B, C with the same type,

there is a long subinterval B� in B with LCS(B� , C) > (1/2 + X) |B� |.
Moreover, the lemma is algorithmic in that both the type of B and

the long subinterval B� are computable from B in time nearly linear

inF .

To formally de�ne oscillation types, we �rst introduce the notion

of a �ag. In a string G , an ℓ-�ag is an index 8 such that between the

8th one and the (8 + ℓ)-th one, there are strictly more than 10(ℓ − 1)
zeros. In other words, an ℓ-�ag is a one-bit in B that is immediately

followed by a 0-dense interval of length on the order of ℓ . The

existence of many ℓ-�ags in G means that G “oscillates at scale ℓ .”

An ℓ+-�ag is an index 8 that is a C-�ag for some C ≥ ℓ , where C must

be a power of two. The oscillation types guaranteed by Lemma 4.1

are as follows.

De�nition 3.1 (De�nition 4.5 below). Let ℓ be a power of two,

ℓ ∈ [1,F], and G ∈ {0, 1}F .
(1) We say that G is ℓ-coarse if ℓ ≥ Y2F and there is a Y2-

imbalanced interval � in G of length ℓ . We say G is coarse

if it is ℓ-coarse for some ℓ ≥ Y2F .

(2) We say that G is ℓ-�ne if it is not coarse, ℓ < Y2F , the number

of ℓ+-�ags in G is at least YF , and G contains (0ℓ1ℓ )YF/ℓ as a
subsequence. We say G is �ne if it is ℓ-�ne for some ℓ < Y2F .

To a �rst approximation, this means that every string G either has a

long imbalanced subinterval or else behaves like the periodic string

(0ℓ1ℓ )F/2ℓ for some ℓ .

Now we return to summarizing the proof of Theorem 1.2. By

prior results [7, 30] (see also [6]), it su�ces to consider the “perfectly

balanced case,” where the shorter string G has an equal number of

zeros and ones.

Theorem 3.2. For all Y > 0, there exists an absolute constant X =

X (Y) > 0 and a deterministic algorithm that, on input strings G and ~

with 0(G) = 1(G) ≤ min(0(~), 1(~)), gives a ( 12 + X)-approximation

of the longest common subsequence in time $ (=1+Y ).

Theorem 1.2 follows from Theorem 3.2 by prior work [7, 30]; for

completeness include the details in Section 6. In the rest of this

section, we sketch the proof of Theorem 3.2.

Our algorithm for Theorem 3.2, which is described in pseudocode

in Algorithms 1 and 2, is a modi�cation of the standard quadratric

time DP algorithm for LCS, which we formulate as follows. The

standard DP algorithm computes LCS(G,~) by computing the full

array DP[8] [ 9] ≔ LCS(G [8 ] , ~[ 9 ] ), 0 ≤ 8 ≤ |G |, 0 ≤ 9 ≤ |~ | via the
recursion

DP[8] [ 9] =




max( DP[8] [ 9 − 1],
DP[8 − 1] [ 9],
DP[8 − 1] [ 9 − 1] + 1) if G8 = ~8

max( DP[8] [ 9 − 1],
DP[8 − 1] [ 9]) otherwise.

In total this takes$ ( |G | · |~ |) applications of the recursion. To prove
Theorem 3.2, we don’t need to compute the exact value of LCS(G,~),
rather, we only need to output a value between (1/2 + X) LCS(G,~)
and LCS(G,~). To estimate the LCS e�ciently, we modify the DP

above by recursing over large subrectangles instead of one bit at

a time. We compute a collection of large rectangles � × � (where
� and � are long subintervals of [|G |] and [|~ |], respectively) and
estimates ^ (� × � ) for their LCS (we call these certi�ed rectangles).

We guarantee that^ (�× � ) ≤ LCS(G� , ~� ) in every rectangle, and we
desire that many of these ^ (� × � ) are good estimates of LCS(G� , ~� ).
(For readers familiar with [19], �nding these rectangles is analogous

to their “Covering Phase”).

The large rectangles under consideration are \F-aligned sub-

rectangles of [|G |] × [|~ |], whereF ≈ |G |/log |G | is a typical length
of the G-intervals and \ is a small constant discretization parameter

(in the real proof, we use a coarser discretization for G-intervals

than for ~-intervals, but ignore that here for sake of illustration).

1147



STOC ’23, June 20–23, 2023, Orlando, FL, USA Xiaoyu He and Ray Li

Our modi�ed DP algorithm is then

DP[8] [ 9] = max
(
DP [start � − \F] [start � ] ,
DP [start � ] [start � − \F] ,
DP [start � ] [start � ] + ^ (� × � )

over � × � ∈ R s.t. end � = 8, end � = 9
)
,(1)

where ^ (� × � ) denotes the lower bound for LCS(G� , ~� ) guaranteed
by our certi�cation algorithm. Observe that by induction DP[8] [ 9]
is still a lower bound for LCS(G [8 ] , ~[ 9 ] ). Because of our discretiza-
tion, we only need to consider 8 and 9 a multiple of \F , so the

number of dynamic programming states drops from $ ( |G | · |~ |)
to $ ( |G | · |~ |(\F )2 ) ≤ $̃ (

|~ |
|G | ). Thus it remains to show we can quickly

certify a collection of rectangles for which the dynamic program

(1) outputs a ( 12 + X)-approximation.

The main step is �nd a signi�cant fraction of “good” rectangles

for which ^ (� × � ) > (1/2 + W) LCS(G� , ~� ). We look for good

rectangles in three di�erent ways, as shown in Algorithm 1. (1)

First, we check for the “trivial” rectangles where Trivial(G� , ~� ) >
(1/2 + W) |G� | (W > 0 chosen very small). (2) Next, we black-box the

equal-length LCS algorithm of Rubinstein and Song, and e�ciently

check for squares �× � with |� | = |� | and LCS(G� , ~� ) > (1/2+W) |G� |.
(3) Finally — and this is the main technical contribution of our work

— we use the algorithmic structure lemma, Lemma 4.1, to e�ciently

compute “oscillation frequencies” for the intervals � and � . For any

given rectangle � × � where |� | is longer than |� |, they can then be

certi�ed quickly by checking if � has the same oscillation frequency

as � . For technical reasons, for this last type of rectangle we are

unable to guarantee that LCS(G� , ~� ) > (1/2 + W) |G� | as we did

for the other two types, but we can instead guarantee the weaker

assumption that � has a long subinterval � ′ for which LCS(G� ′ , ~� ) >
(1/2 + W) |G� ′ |. Handling this technicality requires some care, but to

get across the main ideas we ignore this detail for the rest of this

sketch and imagine that all certi�ed rectangles satisfy LCS(G� , ~� ) >
(1/2 + W) |G� |.

We also certify using the trivial algorithm aweaker set of “default”

rectangles � × � where Trivial(� , � ) ≥ (1/2−W4) |� | (the constants are
chosen for illustration). These rectangles exist all over the place and

are used in the DP to �ll in the gaps between the e�cient ones above.

Wemay assume LCS(G,~) ≥ (1−X) |G |—or else the trivial matching,

which is always |G |/2 by the setup of Theorem 3.2, gets a ( 1+X2 )-
approximation — and this assumption guarantees we can certify

many good rectangles and many default rectangles. We show that

while most of the ^ (� × � ) are (1/2−W4) |� | coming from the default

rectangles, a signi�cant enough fraction of them are (1/2 + W) |� |
that for the �nal answer we get DP[|G |] [|~ |] > (1/2 + X) |G |.

Since we are going for an almost-linear time algorithm (and not

just subquadratic), we need to be careful to certify the rectangles

quickly. Note that, naively, there are roughly ( |~ |
\F
)2 ∼ Θ̃( |~ ||G | )

2

possible � -intervals. If ~ is much longer than G (say |~ | = |G |3), then
we cannot simply try to certify every rectangle, or else the runtime

is super-linear in the input size, even if we can certify rectangles in

constant time. Instead, we restrict ourselves to certifying rectangles

� × � where � is “minimal”. That is, for each G-interval � and each

end(� ), we look for the minimal � where we can certify ^ (� × � ) ≥
(1/2 + W) |� |. We can �nd such � by binary search (the ability to

binary search depends on a technical property of the algorithmic

structure lemma), so that the number of rectangles we are checking

is now only $̃ ( |~ ||G | ), rather than $̃ (
|~ |
|G | )

2.

4 ALGORITHMIC STRUCTURE LEMMA

We now state and prove our algorithmic structure lemma. We note

that the �nal algorithm uses this lemma as a black-box, and can be

understood without the proof of this lemma. The interested reader

can skip to Section 5 after Section 4.1.

4.1 Algorithm Structure Lemma Statement

The following is the key technical lemma. It is inspired by and builds

upon the “Structure Lemma” of [23], which was used to prove new

deletion code bounds.

Lemma 4.1 (Algorithm Structure Lemma). There exists an absolute

constant X2>34 > 0 such that for all su�ciently largeF , there exists

) ≤ 2 logF and 2) string properties %1, . . . , %) , &1, . . . , &) such that:

(1) If string G has lengthF , then there exists a C ∈ [) ] such that

G has property %C .

(2) If LCS(G,~) ≥ (1 − X2>34 ) |G | and G has property %C , then ~

(not necessarily of lengthF ) has property &C .

(3) Property &C is hereditary, meaning that if ~ has &C and ~ is a

subsequence of ~′, then ~′ has &C .
(4) For every C ∈ [) ], and strings G and ~, we can test if G satis�es

%C in time $ (F logF). We can also preprocess the string ~

in time $ ( |~ | log |~ |), such that we can answer queries of the

form “does ~′ satisfy &C ,” for substrings ~′ of ~, in $ (F) time.

(5) If string G has length F and property %C and string ~ has

property &C , then there exists an interval � ⊂ [F] such that

LCS(G� , ~) ≥ |� |2 + X2>34F . Furthermore, given G and C , the

interval � and the promised common subsequence of G� and ~

can be chosen independent of ~, and both can be found in time

$ (F logF).

Remark 4.2. In item 5, it is easy to see that, if W ≤ X2>34/10, we
may additionally assume (by starting with X ′

2>34
= X2>34/2) that

the interval � is WF-aligned by taking � ′ ≔ roundWF (� ). We do so

in the application in Section 5.

We now provide some more intuition for Lemma 4.1. First, we

describe the properties %C and &C that we actually use (based on

De�nition 3.1). For convenience, to de�ne the properties, we index

them as %ℓ,0, %ℓ,1, %ℓ for ℓ ≤ F a power of 2, for a total of roughly

) ∼ 3 logF properties.

• If ℓ ≥ Y2F and 1 ∈ {0, 1}, then %ℓ,1 is the property that G is ℓ-

coarse, and its imbalanced interval of length ℓ is imbalanced

in the direction of 1-bits (i.e. has more 1’s than 1̄’s).

• If ℓ ≥ Y2F and 1 ∈ {0, 1}, then &ℓ,1 is the property that ~

has at least
( 1+Y2

2

)
ℓ 1-bits.

• If ℓ < Y2F , then %ℓ is the property that G is ℓ-�ne.

• If ℓ < Y2F , then &ℓ is the property that ~ contains ~ℓ =

(0ℓ1ℓ )YF/(5ℓ ) as a subsequence.
The properties %C are based on one of the key technical lemmas

of the deletion codes bound [23], a combinatorial structure lemma.

This structure lemma roughly says that for strings of length =, there

are properties %̃1, . . . , %̃) with ) ≤ $ (log=), such that
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(i) any binary string of length = has some property %̃8 , and

(ii) if two strings G and ~ have property %̃8 , then G and ~ have

(contiguous) substrings G ′ and ~′ of length Ω(=) whose LCS
is at least ( 12 + X) (

|G ′ |+|~′ |
2 ) (the real guarantee is stronger

but more technical to state).

Theorem 1.3, the deletion codes lower bound, is proved (very roughly)

by partitioning each string in � into polylog= substrings, �nding

by pigeonhole two strings G and ~ such that the types of the corre-

sponding substrings of G and ~ agree, and using guarantee (ii) to

�nd a ( 12 + X ′)F overall LCS.

Lemma 4.1 is a generalization of this combinatorial structure

lemma that is “algorithmic” and “handles unequal length strings.”

The properties %C that we choose in Lemma 4.1 are similar to the

properties %̃C of [23], and it is not hard to check by inspection that

the properties %̃C of [23] can be tested in linear time. The di�culty

lies in �nding properties &C of strings ~ that (a) can be “inherited”

from properties like %̃C if ~ has a subsequence covering most of G ,

(b) can be tested e�ciently, and (c) still guarantee an LCS advantage

between G and ~.

Because of Lemma 4.1, we can de�ne the following algorithms,

which we use in our �nal LCS algorithm.

De�nition 4.3. For an integerF , let %1, . . . , %) , &1, . . . , &) be the

properties from Lemma 4.1. Let GetPTypeF (G) denote the smallest

index C such that G has property %C . Let IsQTypeF (G, C) be true

if G has property &C and false otherwise. For G satisfying %C for

some C , let GetIF (G, C) denote a WF-aligned interval � such that

LCS(G� , ~) ≥ |� |2 + X2>34F for all ~ satisfying &C . Such an interval

exists by Lemma 4.1 and Remark4.2.

By Lemma 4.1, GetPTypeF (G) can be computed in $ (F log2F)
time, since one can simply test each of the $ (logF) properties %C .
By Lemma 4.1, any string ~ can be preprocessed in $ ( |~ | log |~ |)
time such that, for any contiguous substring~′ of~, IsQTypeF (~′, C)
can be computed in $ (F) time. Note that the input to GetPTypeF
must have length F , but the string input to IsQTypeF can have

arbitrary length. By Lemma 4.1, GetIF (G, C) can be computed in

$ (F logF) time.

4.2 Combinatorial Structure Lemma and Types

In a string G , an ℓ-�ag is an index 8 such that between the 8th one

and the (8 + ℓ)-th one, there are strictly more than 10(ℓ − 1) zeros.
An ℓ+-�ag is an index 8 that is a C-�ag for some C ≥ ℓ , where C must

be a power of two. By abuse of notation, if 8 is a ℓ-�ag, we may also

call the 8-th one of G a ℓ-�ag. Note that there are many more zeros

than ones between the 8th and (8 + ℓ)-th one, so �ags tell us where

it is more advantageous to use zeros rather than ones in �nding

long subsequences.

The basis for the algorithmic structure lemma is a combinatorial

structure lemma for strings, which we inherit from [23, Lemma

4.1]. We use a weaker form of the lemma, which has a signi�cantly

simpler statement and proof, and is also tailored to our algorithmic

application. The proof is given in Appendix A.

Lemma 4.4 (Combinatorial Structure Lemma). For Y = 10−5 and
F su�ciently large, at least one of the following two conditions holds

for every string G ∈ {0, 1}F .

(1) There exists ℓ ∈ [Y2F,F] equal to a power of two and an

0.1-imbalanced interval � in G of length ℓ .

(2) There exists ℓ ∈ [1, Y2F) equal to a power of two such that

the number of ℓ+-�ags in G is at least YF , and G contains

(0ℓ1ℓ )YF/ℓ as a subsequence.
For the remainder of Section 4, �x Y ≔ 10−5 . Lemma 4.4 shows

that every su�ciently long string G is of one of the below types, of

which there are logF total.

De�nition 4.5. Let ℓ be a power of two, ℓ ∈ [1,F], and G ∈ {0, 1}F .
(1) We say that G is ℓ-coarse if ℓ ≥ Y2F and there is a Y2-

imbalanced interval � in G of length ℓ . We say G is coarse

if it is ℓ-coarse for some ℓ ≥ Y2F .

(2) We say that G is ℓ-�ne if it is not coarse, ℓ < Y2F , the number

of ℓ+-�ags in G is at least YF , and G contains (0ℓ1ℓ )YF/ℓ as a
subsequence. We say G is �ne if it is ℓ-�ne for some ℓ < Y2F .

Note that for the convenience of our later proofs, we change the

imbalanced threshold from 0.1 in Lemma 4.4 to the much smaller Y2

in the above de�nition. Since every 0.1-imbalanced interval is also

Y2-imbalanced, Lemma 4.4 implies every su�ciently long string G

is of one of the above two types.

4.3 Algorithmic Structure Lemma Ingredients

As in the last section, we �x Y = 10−5. Also, for brevity, for every
positive integer ℓ , de�ne the special string

~ℓ ≔ (0ℓ1ℓ )YF/(5ℓ ) .
We prove two ingredients to justify our “&C ” properties in the

algorithmic structure lemma. The �rst is the simple observation

that if G is ℓ-�ne and LCS(G,~) ≥ (1 − X2>34 ) |G |, then ~ inherits

the easily testable subsequence ~ℓ from G .

Lemma 4.6. Let 0 < X < Y/10, ℓ be a power of two, andF > Y−2ℓ .
If G is an ℓ-�ne string of length F and LCS(G,~) ≥ (1 − X)F , then
~ℓ is a subsequence of ~.

Proof. By de�nition, if G is ℓ-�ne then G contains (0ℓ1ℓ )YF/ℓ =
~5ℓ as a subsequence. Since LCS(G,~) ≥ |G | − XF and ~5ℓ is a sub-

sequence of G , we have LCS(~5ℓ , ~) ≥ |~5ℓ | − XF . Thus, there is

a subsequence of ~ obtained by applying XF deletions to ~5ℓ . By

counting, at most 2XF/ℓ of the chunks 0ℓ1ℓ in ~5ℓ receive more than

ℓ/2 of these deletions. The remaining YF/ℓ − 2XF/ℓ > 4YF/(5ℓ)
chunks each have at least ℓ/2 zeros and ℓ/2 ones. Taking ℓ zeros
from the �rst two chunks, ℓ ones from the next two, and so on, we

see that ~ contains ~ℓ as a subsequence, as desired. □

The second ingredient implies that if G is ℓ-�ne, then a substring

of G can be matched advantageously with ~ℓ .

Lemma 4.7. Let ℓ be a power of two, andF > Y−2ℓ . If a string G of

lengthF is ℓ-�ne, then there exists an interval � with LCS(G� , ~ℓ ) ≥
|� |
2 + Y3 |G |. Furthermore, given G and ℓ , we can determine the interval

� and the common subsequence of G� and ~ℓ in time $ (F logF).

Proof. The number of ℓ+-�ags in G is at least YF . By pigeonhole,

there exists some interval � ′ = [0, 1] of length 4Y2F containing

at least 2Y3F many ℓ+-�ags (the lost factor of two accounts for

2Y2F possibly not evenly dividingF ). Furthermore, since G is not
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coarse, we may assume that each such ℓ+-�ag is an ℓ′-�ag for some

ℓ′ ∈ [ℓ, Y2F). Thus, the interval � = [0, 1 + 11Y2F] has length
4Y2F +11Y2F ≤ 20Y2F and G ′ ≔ G� has at least 2Y

3F many ℓ+-�ags
(we cannot simply take G ′ = G� ′ , as bits at the right end of � may be

�ags in G but not in G� ′ ). Furthermore, G ′ is Y2-balanced since it has
length at least Y2F and is a substring of G , which is not coarse. We

can �nd interval � ′, and thus � and G ′, in time $ (F logF), because
(with preprocessing of the string’s pre�x sums) we can test whether

a bit is an ℓ+-�ag in logF time, so counting the �ags in an interval

can be done in $ (F logF) time, and there are a constant number

of intervals to check.

Now we claim LCS(G ′, ~ℓ ) ≥ |G
′ |
2 + Y3 |G |. Construct a common

subsequence G ′′ of G ′ and ~′ as follows: Initialize a counter 8 = 1.

While 8 ≤ 1(G ′),
(1) Append a one to G ′′,
(2) If the 8th one of G ′ is an ℓ′-�ag for some ℓ′ ≥ ℓ , append

1 + ⌊10(ℓ′ − 1)⌋ zeros to G ′′ and 8 ← 8 + ℓ′.
(3) Otherwise 8 ← 8 + 1.

We claim the subsequence G ′′ has the following properties.

• G ′′ is a subsequence of G ′.
• G ′′ is a subsequence of ~ℓ .
• G ′′ has length at least

|G ′ |
2 + Y3 |G |.

To see the �rst property, take the subsequence of G ′ where the
one added to G ′′ when the counter is 8 is matched to the 8-th one

of G ′, and the zeros added when the counter is 8 are the zeros

between the 8-th and (8 + ℓ′)-th one of G ′, of which there are at least

1 + ⌊10(ℓ′ − 1)⌋ because 8 is an ℓ′-�ag in G ′.
To see the second property, �rst note that ⌊10(ℓ′ − 1)⌋ + 1 ≥ ℓ′

for all positive integers ℓ′, so all runs of zeros in G ′′ have length
at least ℓ . Write G ′′ = 101002103004 · · · 102:+1 , where all 028 ≥ ℓ and
028−1 ≥ 1 for all positive integers 8 (except possibly 02:+1, which
may be 0). Notice that 108 and 008 are each subsequences of (0ℓ1ℓ )A8 ,
where A8 ≔ ⌈08/ℓ⌉ ≤ 08

ℓ + 1. Thus, G ′′ is a subsequence of (0ℓ1ℓ )A
for A ≔ A1 + · · · + A2:+1. Thus, we have

A ≤ A1 + · · · + A2:+1 ≤
01 + · · · + 02:+1

ℓ
+ (2: + 1)

<

4(01 + · · · + 02:+1)
ℓ

≤ 80Y2F

ℓ
<

YF

5ℓ
,

proving that G ′′ is a subsequence of~ℓ . In the third inequality above,
we used 02 +04 + · · · +02: ≥ :ℓ , so 2: + 1 ≤ 3: <

3(01+···+02:+1 )
ℓ . In

the fourth inequality, we used 01+· · ·+02:+1 = |G ′′ | ≤ |G ′ | ≤ 20Y2F .

To see the third property, notice that |G ′′ | − 8 only changes when
a run of zeros is added to G ′′. If this run is added for an ℓ′-�ag at 8 in
G ′, then di�erence |G ′′ | − 8 increases by 1 + ⌊9(ℓ′ − 1)⌋ ≥ ℓ′, while
the total number of �ags skipped over is at most ℓ′. By induction

on 8 , after every while-loop iteration, we have

|G ′′ | − 8 ≥ #{ℓ+-�ags in [8]}.
so the total length of G ′′ at the end is at least

1(G ′) + #{ℓ+-�ags in G ′} ≥
(
1

2
− Y2

)
|G ′ | + 2Y3F ≥ |G

′ |
2
+ Y3 |G |,

as desired. The �rst inequality above follows from the fact that G ′

is Y2-balanced, and the second from |G ′ | ≤ 20Y2F . □

4.4 Proof of the Algorithmic Structure Lemma

Proof of Lemma 4.1. Let X2>34 = Y
4/2. We de�ne the properties

%C and &C based on the types in De�nition 4.5. For convenience,

we index them not as %1, %2, . . . , %) , but rather as %ℓ,0, %ℓ,1, %ℓ for

ℓ ≤ F a power of 2, for a total of roughly ) ∼ 3 logF properties.

• If ℓ ≥ Y2F and 1 ∈ {0, 1}, then %ℓ,1 is the property that G is ℓ-

coarse, and its imbalanced interval of length ℓ is imbalanced

in the direction of 1-bits (i.e. has more 1’s than 1̄’s).

• If ℓ ≥ Y2F and 1 ∈ {0, 1}, then &ℓ,1 is the property that ~

has at least
( 1+Y2

2

)
ℓ 1-bits.

• If ℓ < Y2F , then %ℓ is the property that G is ℓ-�ne.

• If ℓ < Y2F , then &ℓ is the property that ~ contains ~ℓ =

(0ℓ1ℓ )YF/(5ℓ ) as a subsequence.
We now verify the conditions of Lemma 4.1.

(1) For every length-F string G , there exists a C such that G has

property %C .

This follows immediately from Lemma 4.4.

(2) If LCS(G,~) ≥ (1 − X2>34 ) |G | and G has property %C , then ~

has property &C .

First suppose ℓ ≥ Y2F , 1 ∈ {0, 1}, and G has property %ℓ,1 .

Then G has a substring G� of length at least Y2F with at least

( 12 + Y2)ℓ 1-bits. The longest common subsequence of G� and

~ has at least |� | − X2>34F of the bits of G� , so ~ has at least

( 12 +Y4)ℓ −X2>34F ≥ ( 1+Y
4

2 )ℓ 1-bits, satisfying property&ℓ,1 .
If G has property %ℓ for ℓ < Y

2F , G is ℓ-�ne. By Lemma 4.6,

~ has property &ℓ .

(3) For every C , property &C is hereditary, meaning that if ~ has

&C and ~ is a subsequence of ~′, then ~′ has &C .
This follows from the de�nition of &C and that being a sub-

sequence is a transitive relation.

(4) For every C , property %C can be tested in time $ (F logF), and
property &C can be tested in time $ (F) on substrings of a

string ~, after $ ( |~ | log |~ |) prepreocessing.
Testing the %C ’s can be done in $ (F logF) because, after
$ (F) preprocessing by storing all pre�x sums, we can check

whether any particular index is an ℓ-�ag or not in$ (1) time,

and for any particular property %C , we need to check at most

$ (F logF) �ags.
To test &C , �rst note that if we are working with a coarse

property &ℓ,1 , this can be tested in $ (1) time after prepro-

cessing pre�x sums. To test a �ne property&ℓ , preprocess the

string ~ as follows: for every index 9 ∈ {0, 1, . . . , |~ |} and bit

1 ∈ {0, 1}, compute next1,ℓ ( 9), the smallest index 9 ′ such that
the substring~[ 9, 9 ′ ] has at least ℓ bits equal to1. For any 9 and
1, next1,ℓ ( 9) can be computed by a binary search in log( |~ |)
time, so the preprocessing takes time $ ( |~ | log |~ |). Now
property&C can be tested on a substring ~� in$ (F) time by

evaluating next1,ℓ (next0,ℓ (· · · next1,ℓ (next0,ℓ (start � )) · · · )),
where there are YF/(5ℓ) calls to each of next0,ℓ and next1,ℓ ,

and checking if the result is at most end � .

(5) If G has property %C , |G | = F , and~ has property&C , then there

exists an interval � ⊂ [F] such that LCS(G� , ~) ≥ |� |2 +X2>34F .

Furthermore, given G and C , the interval � and the promised

common subsequence of G� and ~ can be chosen independent

of ~, and both can be found in time $ (F logF).
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First suppose G has property %ℓ,1 and ~ has property&ℓ,1 for

ℓ ≥ Y2F and 1 ∈ {0, 1}. Then G has a substring G� of length

ℓ with at least ( 12 + Y2)ℓ 1-bits and ~ has at least ( 1+Y22 )ℓ
1-bits, so LCS(G� , ~) ≥ ( 1+Y

2

2 )ℓ ≥
|� |
2 + Y4

2 F , as desired.

Furthermore, � can be found in linear time by a linear sweep,

and the common subsequence is simply 1 (
1+Y2
2 )ℓ as desired.

Now suppose G has property %ℓ for ℓ < Y2F , and ~ has

property &ℓ . Thus, G is ℓ-�ne and ~ contains ~ℓ as a sub-

sequence. By Lemma 4.7, there exists an interval � with

LCS(G� , ~) ≥ |� |2 + Y3 |G |, as desired. Furthermore, also by

Lemma 4.7, � and the common subsequence of G� and ~ can

be computed from G and C in time $ (F logF), independent
of ~, as desired.

This proves Lemma 4.1. □

5 ALMOST-LINEAR TIME ALGORITHM

We now give the almost-linear time algorithm for the “equally

balanced” case, which implies our main result. Speci�cally, we

prove the following (see Section 6 for how Theorem 1.2 follows

from Theorem 3.2).

Theorem (Theorem 3.2, restated). For all Y > 0, there exists an

absolute constant X = X (Y) > 0 and a deterministic algorithm that,

on input strings G and ~ with 0(G) = 1(G) ≤ min(0(~), 1(~)), gives
a ( 12 + X)-approximation of the longest common subsequence in

time $ (=1+Y ).

The algorithm is given in Algorithm 2 with the covering step

given in Algorithm 1. The rest of this section proves the correctness.

5.1 Parameters and Notation Conventions

Throughout G and ~ are the input strings satisfying 0(G) = 1(G) ≤
min(0(~), 1(~)), and throughout = = max( |G |, |~ |). Let F be the

closest power of 2 to
|G |

log |G | . We may assume by deleting a negligible

number of bits from G and ~ that |G | and |~ | are multiples ofF . Let

<G ≔
|G |
F ∼ log |G | and<~ ≔ |~ |

F ∼
|~ | log |G |
|G | . Throughout, we

always denote intervals for string G by the letter � , and intervals

for string ~ by the letter � . By abuse of notation, we let intervals

� (possibly with decorations) denote the substring G� , and we let

intervals � denote the substring ~� .

Let Y > 0 be such that$ (=1+Y ) is the desired runtime. Let X2>34 be

the constant from Lemma 4.1. Let X4@ = X4@ ( Y2 ) be the constant from
Theorem 2.2. Let U, V,W, X, \ be constant powers of 1/2 that satisfy
min(X4@, X2>34 ) ≥ U ≫ V ≫ W ≫ X = \ . That is, X is su�ciently

small compared to W , which is su�ciently small compared to V ,

which is su�ciently small compared to U . For completeness, we

note it su�ces to take \ = X = W8, W =
1
2 V

2, V = U2. We did not try

to optimize our constants. We give the following intuition for the

above parameters.

• U lower bounds the LCS advantage gained from both algo-

rithmic structure lemma rectangles and nearly-square rect-

angles.

• V is the “nearly-square” parameter: in the optimal LCS, in-

tervals � are called nearly-square if they get matched to in-

tervals of length ≤ (1 + V) |� |. We may assume at most V2

fraction of intervals are nearly-square or else the nearly-

square rectangles (together with “trivial rectangles”) give a

( 12 + poly V)-approximation by applying EqLCS to each of

them.

• W is the “imbalanced” parameter and discretization parameter

for � -intervals: we may assume most WF-length intervals to

be W-balanced, or else the “Trivial rectangles” give a ( 12 +
polyW)-approximation. We also round all � -intervals so that

they are WF-aligned. W is small enough so that the e�ect of

this rounding is negligible.

• X is the overall LCS approximation advantage: we obtain a

( 1+X2 )-approximation. We assume LCS(G,~) ≥ (1 − X) |G |, or
else Trivial gives a ( 1+X2 )-approximation.

• \ is the discretization parameter for � -intervals: we round all

� -intervals so that they are \F aligned. \ is small enough so

that the e�ect of this rounding is negligible. We take \ , the

� -interval discretization, to be smaller than W , the � -interval

discretization, so that the gain from matching “Trivial rect-

angles” is larger than the loss due to discretization.

5.2 Runtime

We now analyze the runtime. We re-emphasize, as we did in the

proof sketch, that we need to be careful about factors<~ in our

runtime, but not powers of<G :<G is only log=, but<~ is roughly

|~ |/|G |, which can be a positive power of |~ |.
We �rst run a $ ( |~ |)-time preprocessing of pre�x-sums that

allows us to query zero-counts and one-counts in any interval in

either G or~ in$ (1) time.We also preprocess string~ so that we can

test every property &C e�ciently on substrings of ~; for each C this

takes $ ( |~ | log |~ |) preprocessing time, for a total preprocessing

time that is $ ( |~ | log2 |~ |).
The runtime of CoveringAlgorithm is dominated by calls to

Trivial, EqLCS,GetPTypeF , IsQTypeF , andGetIF . Note that in Line 4

and Line 7, � can be computed by a binary search over a search

space of size<~/\ , and thus can be found in log(<~/\ ) calls to
Trivial, which each take $ (1) time with preprocessing. Thus, the

�rst nested loop takes $ (<2
G<~ log<~) ≤ $̃ ( |~ |/|G |) time.

The second nested loop has $ (<G<~) calls to EqLCS, each of

which runs in $ ( |G |1+ Y2 ) time, and thus takes $ (=1+Y ) time.

For the third nested loop, the number of calls to GetPTypeF and

GetIF is<G , and each run in time $ (F logF), so the runtime is at

most $̃ ( |G |). Because the property&C is hereditary, we can compute

� in Line 20 by binary search with log(<~/\ ) ≤ $ (log |~ |) calls to
IsQTypeF , which runs in time $ (F) (the binary search crucially

saves us a factor of roughly |~ |/|G | in the runtime). The number of

binary searches is $ (<G<~), so in total the runtime of this step is

$ (<G<~ · log(<~) ·F) ≤ $ ( |~ | log2 |~ |).
There are $ (<G<~) rectangles, and the dynamic programming

has $ (<G<~) states. The runtime of the dynamic programming is

thus$ (<G<~) ≤ $̃ ( |~ |/|G |), so the total runtime is thus$ ( |~ |1+Y ).
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Algorithm 1: CoveringAlgorithm

Input: G,~ such that 1(G) = 0(G) ≤ min(1(~), 0(~))
Output: A set R of certi�ed rectangles (� × � , ^) where � is

WF-aligned, � is \F-aligned, and LCS(� , � ) ≥ ^.
// Trivial rectangles

1 R ← {([0, |G |] × [0, |~ |], Trivial( [0, |G |], [0, |~ |]))}
2 for all WF-aligned intervals � do

3 for 9 = 0, . . . ,<~/\ do

4 � ← the smallest \F-aligned interval s.t.

end � = \F 9 and Trivial(� , � ) ≥ ( 12 −
√
X) |� |

5 if � exists then

6 R ← R ∪(� × � , Trivial(� , � ))
7 � ← the smallest \F-aligned interval s.t.

end � = \F 9 and Trivial(� , � ) ≥ ( 12 +
W
2 ) |� |

8 if � exists then

9 R ← R ∪(� × � , Trivial(� , � ))

10 for \F-aligned intervals � with |� | = |� | do
11 R ← R ∪(� × � , Trivial(� , � ))

// Nearly-square rectangles

12 for intervals � ∈ IF do

13 for \F-aligned intervals � with

|� | ∈ [(1 − U)F, (1 + U)F] do
14 R ← R ∪(� × � , EqLCS(� , � ))

// Algorithmic structure lemma rectangles

15 for 8 = 1, . . . ,<G do

16 � ← [(8 − 1)F, 8F]
17 C ← GetPTypeF (G� )
18 � ′ ← GetIF (G� , C)
19 for 9 = 1, . . . ,<~/\ do

20 � ← smallest interval such that end � = \F 9 ,

|� | ≥ (1 + 0.9V)F , and IsQTypeF (~� , C)
21 if � exists then

22 R ← R ∪(� ′ × � , |�
′ |
2 + UF)

23 return R.

5.3 Correctness Proof, High Level Overview

Weneed two inequalities about our output, FullLCSAlgorithm(G,~).
LCS(G,~) ≥ FullLCSAlgorithm(G,~) (2)

1 + X
2

LCS(G,~) ≤ FullLCSAlgorithm(G,~) (3)

Equation (2) is the easier, which we prove at the end of this section.

Equation (3) is the harder direction. We prove it in two cases, based

on the following de�nition.

De�nition 5.1. We say a pair of binary strings (G,~) is good if

(1) LCS(G,~) ≥ (1 − X) |G |,
(2) For at least (1 − W)<G intervals � ∈ IF , every � ′ ∈ IWF (� )

is W-balanced, and

(3) At least 1 − V2 of � ∈ IF satisfy |�g
�
| ≥ (1 + V) |� |.

We call a pair bad if it is not good.

Algorithm 2: FullLCSAlgorithm

Input: G,~ such that 1(G) = 0(G) ≤ min(1(~), 0(~))
Output: A ( 1+X2 )-approximation of LCS

1 R ← CoveringAlgorithm(G,~)
// DP[8] [ 9] lower bounds !�( ( [0, WF8], [0, \F 9])

2 DP← [0,<G/W] × [0,<~/\ ] array, initialized to 0

3 for 8 = 1, . . . ,<G/W do

4 for 9 = 1, . . . ,<~/\ do

5 DP[8] [ 9] ← max(DP[8 − 1] [ 9],DP[8] [ 9 − 1])
6 for (� × � , ^) ∈ R with end � = (WF)8, end � = (\F) 9 ,

do

7 DP[8] [ 9] ←

max

(
DP[8] [ 9],

DP[(start � )/(WF)] [(start � )/(\F)] + ^

)

8 return DP[<G/W] [<~/\ ].

Obviously, we cannot determine in almost-linear time if an input

is good or bad, since that involves computing LCS(G,~). However,
our analysis of the performance of FullLCSAlgorithm(G,~) di�ers
depending on whether the input is good or bad. In Section 5.4, we

prove (3) when the input is bad, and in Section 5.5, we prove (3)

when the input is good.

In both the easy direction (2) and the hard direction (3), we use

the following characterization of the output of the dynamic pro-

gramming in Algorithm 2. Recall a collection of rectangles is called

an ordered collection if every pair (� , � ) and (� ′, � ′) is comparable

(i.e. either � < � ′ and � < � ′ or � > � ′ and � > � ′).

Lemma 5.2. The output of FullLCSAlgorithm is the maximum, over

all ordered collections of certi�ed rectangles (�1 × �1, ^1), . . . , (�ℓ ×
�ℓ , ^ℓ ), of ^1 + ^2 + · · · + ^ℓ .

Proof. By induction, it follows that DP[8] [ 9] is the maximum,

over all ordered collections of certi�ed rectangles (�1×�1, ^1), . . . , (�ℓ×
�ℓ , ^ℓ ) contained in [0, WF8] × [0, \F 9], of ^1 + ^2 + · · · + ^ℓ . Here,
we use that, for all rectangles � × � in R, interval � is WF-aligned
and interval � is \F-aligned. □

The next lemma asserts that certi�ed rectangles are indeed “cer-

ti�ed.”

Lemma5.3. Every certi�ed rectangle (�×� , ^) inCoveringAlgorithm
satis�es LCS(� , � ) ≥ ^.

Proof. This is true of all rectangles certi�ed by Trivial and

EqLCS by de�nition. The algorithmic structure lemma rectangles

(� ′× � , ^) for ^ =

|� ′ |
2 +UF satisfy LCS(� ′, � ) ≥ ^ by Lemma 4.1. □

The easy direction (2) follows from Lemma 5.2 and Lemma 5.3.

Corollary 5.4. FullLCSAlgorithm(G,~) ≤ LCS(G,~)

Proof. By Lemma 5.2, the output of FullLCSAlgorithm(G,~)
equals^1+· · ·+^ℓ for some ordered collection of certi�ed rectangles
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(�1 × �1, ^1), . . . , (�ℓ × �ℓ , ^ℓ ). Then, by Lemma 5.3, we have

FullLCSAlgorithm(G,~) =
ℓ∑

8=1

^8 ≤
ℓ∑

8=1

LCS(�8 , �8 ) ≤ LCS(G,~),

as desired. □

5.4 Proof of (3) for Bad Inputs

We show that (3) holds in the bad case by conditioning on which

case of De�nition 5.1 is violated.

Subcase 1: Trivial. In the �rst subcase, we suppose LCS(G,~) ≤
(1 − X) |G |.
Lemma 5.5. If LCS(G,~) ≤ (1 − X) |G |, then (3) holds.

Proof. We always have Trivial( [0, |G |], [0, |~ |]) ≥ |G |2 as
|G |
2 =

1(G) = 0(G) ≤ min(1(~), 0(~)). Hence, we have

FullLCSAlgorithm(G,~) ≥ |G |
2
≥ 1 + X

2
LCS(G,~) .

□

Subcase 2: Locally imbalanced. In the next subcase, we assume

LCS(G,~) ≥ (1 − X) |G | and that a nontrivial fraction of intervals

are imbalanced. Since G and ~ have such a long LCS, we know that

most intervals in G appear nearly unmodi�ed in ~:

Lemma5.6. IfF ′ is a positive integer that divides |G | and LCS(G,~) ≥
(1−X) |G |, then at most

√
X
|G |
F′ intervals �8 ∈ IF′ satisfy LCS(�8 , �g�8 ) >

(1 −
√
X) |�8 |.

Proof. To obtain the longest common subsequence of G and ~,

one applies at most X< deletions. By counting, at most
√
X
|G |
F′ inter-

vals of IF′ receive more than
√
XF ′ deletions, and the remaining

intervals satisfy the desired inequality. □

We now can establish (3) in this case.

Lemma 5.7. If at least W<G many WF-intervals are W-imbalanced,

and LCS(G,~) ≥ (1 − X) |G |, then (3) holds.

Proof. Let �1 < · · · < �<G /W be the intervals of IWF . For all
8 = 1, . . . ,<G/W , let �8 ≔ round\F (�g�8 ), so that �8 are pairwise

disjoint. Let  8<10; be the indices 8 such that �8 is W-imbalanced.

By assumption | 8<10; | ≥ W<G . Let  6>>3 be the indices 8 such

that LCS(�8 , �g�8 ) ≥ (1 −
√
X) |�8 |. By Lemma 5.6 with F ′ = WF ,

| 6>>3 | ≥ (1 −
√
X)<GW .

Observe that under these assumptions, CoveringAlgorithm cer-

ti�es many rectangles using the trivial algorithm. For 8 ∈  6>>3 ,
we have Trivial(�8 , �8 ) ≥ 1

2 (1 −
√
X) |�8 | − 2\F ≥ ( 12 −

√
X) |�8 |. Thus,

we certify (�8 × � ′8 , ( 12 −
√
X) |�8 |) for some subinterval � ′8 ⊂ �8 , de-

�ned as the shortest \F-aligned interval with end � ′8 = end �8 and

Trivial(�8 , � ′8 ) ≥ 1
2 (1 −

√
X) |�8 |.

For 8 ∈  6>>3 ∩ 8<10; , we have Trivial(�8 , �8 ) ≥ Trivial(�8 , �g�8 ) −
2\F ≥ ( 12 + W −

√
X) |�8 | − 2\F > ( 12 +

W
2 )WF . Thus, we certify (�8 ×

� ′8 , ( 12 +
W
2 ) |�8 |) for some subinterval � ′8 ⊂ �8 , de�ned as the shortest

\F-aligned interval with end � ′8 = end �8 and Trivial(�8 , � ′8 ) ≥ ( 12 +
W
2 ) |�8 |.

Thus CoveringAlgorithm obtains an ordered collection of certi-

�ed rectangles (�8 × � ′8 , ^8 ) over 8 ∈  6>>3 with ^8 ≥ ( 12 −
√
X) |�8 | for

all 8 ∈  6>>3 and ^8 ≥ ( 12 −
√
X + W2 ) |�8 | for all 8 ∈  6>>3 ∩  8<10; .

Thus,

FullLCSAlgorithm(G,~)
≥

∑

8∈ 6>>3
^8

≥
(
1

2
−
√
X

)
(WF) · | 6>>3 | +

W

2
(WF) · | 6>>3 ∩  8<10; |

≥
(
1 + X
2

)
LCS(G,~),

as desired. In the last inequality, we used (i) | 6>>3 | ≥ (1 −
√
X)<GW ,

(ii) | 6>>3 ∩  8<10; | ≥ W<G −
√
X<G
W , (iii) W ≫ X , and (iv)<GF =

|G | ≥ LCS(G,~). □

Subcase 3: Many nearly-square intervals. This case applies when

the equal-length input algorithm [30] correctly certi�es many rect-

angles. Recall that an interval � ∈ IF is nearly-square if |�g
�
| ≤

(1+V) |� |. For convenience, we call � oblong if it is not nearly-square.

Lemma 5.8. If at least V2<G intervals � ∈ IF are nearly-square,

then (3) holds.

Proof. Let �1 < �2 < · · · < �<G be the intervals of IF . For all 8 =
1, . . . ,<G , let �8 ≔ round\F (�g�8 ), so that the �8 are pairwise disjoint.
Let  Bℎ>AC be the set of indices 8 such that �8 is nearly-square. By

assumption, | Bℎ>AC | ≥ V2<G . Let  6>>3 be the set of indices 8

such that LCS(�8 , �g�8 ) ≥ (1 −
√
X) |�8 |. By Lemma 5.6, | 6>>3 | ≥

(1 −
√
X)<G .

Just as in the proof of Lemma 5.8, we track the rectangles certi�ed

byCoveringAlgorithm. For 8 ∈  6>>3 , we have Trivial(�8 , �8 ) ≥ ( 12 −√
X) |�8 |, so we certify (�8× � ′8 , ( 12 −

√
X) |�8 |) for some subinterval � ′8 ⊂

�8 . For 8 ∈  6>>3∩ Bℎ>AC , we have (1+U)F ≥ (1+V)F ≥ |�g�8 | ≥ |�8 |
since �8 is nearly-square, and |�8 | ≥ LCS(�8 , �8 ) ≥ LCS(�8 , �g�8 ) −
2\F ≥ (1 −

√
X − 2\ )F ≥ (1 − U)F . Hence, EqLCS(�8 , �8 ) is called

at Line 14 and has value at least ( 12 + U) LCS(�8 , �8 ) ≥ ( 12 + U) (1 −√
X − 2\ )F >

1+U
2 F by Theorem 2.2.

We thus have an ordered collection of certi�ed rectangles (�8 ×
� ′8 , ^8 ) over 8 ∈  6>>3 with ^8 ≥ ( 12 −

√
X)F for all 8 ∈  6>>3 and

^8 ≥ ( 12 −
√
X + U2 )F for 8 ∈  6>>3 ∩  Bℎ>AC . Thus,

FullLCSAlgorithm(G,~)
≥

∑

8∈ 6>>3
^8

≥
(
1

2
−
√
X

)
F · | 6>>3 | +

U

2
F · | 6>>3 ∩  Bℎ>AC |

≥
(
1 + X
2

)
LCS(G,~),

as desired. In the last inequality, we used (i) | 6>>3 | ≥ (1 −
√
X)<G ,

(ii) | 6>>3 ∩  Bℎ>AC | ≥ V2<G −
√
X<G , (iii) U ≫ V ≫ X , and (iv)

<GF = |G | ≥ LCS(G,~). □
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Wrapping up the bad case. We now can prove the following

lemma.

Lemma 5.9. If (G,~) is bad, then (3) holds.

Proof. If (G,~) is bad, then either item 1, 2, or 3 of De�ni-

tion 5.1 is violated. If 1 is violated, (3) holds by Lemma 5.5. If 2

is violated, there are at least W<G intervals � with a W-imbalanced

WF-subinterval, so there are at least W<G many W-imbalanced WF-

intervals, so by Lemma 5.7, (3) holds. If 3 is violated, (3) holds by

Lemma 5.8. □

5.5 Proof of (3) for Good Inputs

Let

<′G ≔ (1 − 2V2)<G .
The following lemma establishes the natural structural property

for good inputs.

Lemma 5.10. If (G,~) is good, then there exist an ordered sequence

of rectangles �1 × �1 < · · · < �<′G × �<′G such that for all 8 , (i) �8 ∈ IF ,
(ii) every WF-subinterval of �8 is W-balanced, (iii) |�8 | ≥ (1 + 0.9V)F ,
and (iv) IsQTypeF (~�8 ,GetPTypeF (G�8 )) returns true.

Proof. Among the<G intervals � ∈ IF , all but at most
√
X<G

intervals satisfy LCS(� , �g
�
) > (1 −

√
X) |� | by Lemma 5.6, at most

W<G have a W-imbalanced WF-subinterval since (G,~) is good, and
at most V2<G are nearly-square since (G,~) is good. Thus, at least
(1 − 2V2)<G = <′G intervals are (i) satisfying LCS(� , �g

�
) > (1 −√

X) |� |, (ii) W-balanced in all WF-subintervals, and (iii) oblong. Let

�1 < · · · < �<′G be<′G of these intervals. Let �8 ≔ round\F (�g�8 ), so
these �8 are pairwise disjoint. For all such 8 , we have

|�8 | ≥ |�g�8 | − 2\F ≥ (1 + V − 2\ )F ≥ (1 + 0.9V)F
and

LCS(�8 , �8 ) ≥ LCS(�8 , �g�8 ) − 2\F ≥ (1 −
√
X − 2\ )F ≥ (1 − U)F.

For all C such that G�8 has property %C , we have ~�8 has property &C
by Lemma 4.1 (Item 2). Thus, IsQTypeF (~�8 , C ) returns true for C =

GetPTypeF (G�8 ). We have found our ordered sequence of rectangles

�1 × �1 < · · · < �<′G × �<′G . □

We now can prove the main result for this section.

Lemma 5.11. If (G,~) is good, then (3) holds.

Proof. Let �1 × �1 < �2 × �2 < · · · < �<′G × �<′G be the or-

dered sequence of rectangles given by Lemma 5.10. By construc-

tion, for all 8 = 1, . . . ,<′G , we have (i) �8 ∈ IF , (ii) every WF-
subinterval of �8 is W-balanced, (iii) |�8 | ≥ (1 + 0.9V)F , and (iv)

IsQTypeF (~�8 ,GetPTypeF (G�8 )) = true.

As a result, at loop iteration 8 = (end �8 )/F and 9 = (end �8 )/(\F)
of Line 20, the interval � exists (the interval � = �8 satis�es the

requirement, so a minimal � exists). Thus, CoveringAlgorithm cer-

ti�es a rectangle (� ′8 × � ′8 ,
|� ′8 |
2 + UF) where � ′8 , the output of GetIF ,

is a WF-aligned subinterval of �8 and �
′
8 is a subinterval of �8 with

length at least (1 + 0.9V)F .

We would like to build an ordered collection of certi�ed rectan-

gles containing these (� ′8 × � ′8 ,
|� ′8 |
2 + UF), which embed more than

half of each small interval � ′8 into ~. However, for each of these

rectangles, � ′8 is typically much longer than � ′8 , so using many of

them is extremely wasteful of bits in ~. To reduce this issue, we

let C ≔ 3/V and build an ordered collection using only every C-th

rectangle from the preceding family.

Let<′′G be the largest multiple of C less than<′G . For each 8 that
is a multiple of C , partition �8 into �̃

!
8 < �̃"8 < �̃'8 where �̃"8 ≔ � ′8 . For

8 not a multiple of C , let �̃8 ≔ �8 . For 8 a multiple of C , let �̃"8 ≔ � ′8 .
For 8 a multiple of C , we claim there exist \F-aligned intervals

�̃'8−C < �̃8−C+1 < �̃8−C+2 < · · · < �̃8−1 < �̃!8 such that

• �̃!8 < �̃"8 .

• | �̃!8 | = |�̃!8 |.
• | �̃8−ℓ | = |�̃8−ℓ | for ℓ = 1, . . . , C − 1.
• | �̃'8−C | = |�̃'8−C | (we take �̃'0 = ∅).
• �̃"8−C < �̃'8−C (this is vacuously true if 8 = C )

To see that such intervals exist, note that the interval

[end �̃"8−C , start �̃"8 ] = [end � ′8−C , start � ′8 ]

contains all intervals � ′8−ℓ for ℓ = 1, . . . , C − 1. Since each � ′8−ℓ has
length at least (1 + 0.9V)F , we have

start �"8 − end �"8−C ≥ (C − 1) (1 + 0.9V)F
> (C + 1)F

≥ |�̃!8 | +
C−1∑

ℓ=1

|�̃8−ℓ | + |�̃'8−C |.

The last inequality holds as each term on the right is at most F .

Thus we can construct the intervals greedily in order

�̃!8 , �̃8−1, �̃8−2, . . . , �̃8−C+1, �̃
'
8−C

by setting end �̃!8 = start �̃"8 , and then end �̃8−1 = start �̃!8 , and so

on. They will be \F-aligned as all of the �̃ intervals have lengths a

multiple of WF , and thus a multiple of \F .

By construction of these intervals, CoveringAlgorithm certi�es

the following rectangles for 8 ≤ <′′G :

(�̃"8 × �̃"8 , ^"8 ) where ^"8 ≔
|�̃"8 |
2
+ UF if C | 8

(�̃!8 × �̃!8 , ^!8 ) where ^!8 ≔ Trivial(�̃!8 , �̃!8 ) if C | 8
(�̃'8 × �̃'8 , ^'8 ) where ^'8 ≔ Trivial(�̃'8 , �̃'8 ) if C | 8
(�̃8 × �̃8 , ^8 ) where ^8 ≔ Trivial(�̃8 , �̃8 ) if C ∤ 8 (4)

The �rst collection of rectangles comes from the de�nition of

�̃"8 ≔ � ′8 and �̃
"
8 ≔ � ′8 . The rest of the rectangles come from the

fact that we certify all WF-aligned squares with the trivial algorithm

in CoveringAlgorithm Line 11. Furthermore, the rectangles are in-

creasing in 8 , with additionally �̃!8 × �̃!8 < �̃"8 × �̃"8 < �̃'8 × �̃'8 for 8 a

multiple of C . Hence, the rectangles in (4) form an ordered collection

of rectangles. By Lemma 2.1, we also have ^!8 ≥ ( 12 − W) |�̃!8 |, ^'8 ≥
( 12 −W) |�̃'8 | for 8 a multiple of C and ^8 ≥ ( 12 −W) |�̃8 | for all other 8 , be-
cause the intervals �̃'8 , �̃

!
8 , �̃8 are all WF-aligned and thus W-balanced.

Thus, by Lemma 5.2, the output of FullLCSAlgorithm(G,~) is at
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least

∑

8≤<′′G
C |8

(
^!8 + ^"8 + ^'8

)
+

∑

8≤<′′G
C∤8

^8

≥
∑

8≤<′′G
C |8

((
1

2
− W

)
( |�̃!8 | + |�̃"8 | + |�̃'8 |) + UF

)
+

∑

8≤<′′G
C∤8

(
1

2
− W

)
|�̃8 |

≥
(
1

2
− W

)
F ·<′′G + UF ·

V

3
<′′G

≥
(
1 + X
2

)
LCS(G,~)

In the third inequality, we used that <′′GF ≥ (<′G − C)F ≥ (1 −
3V2)<GF and<GF = |G | ≥ LCS(G,~). □

We can now �nish the proof of Theorem 3.2.

Proof of Theorem 3.2. We have now proved that (2) and (3)

always hold, and that FullLCSAlgorithm runs in time $ (=1+Y ), so
FullLCSAlgorithm gives a ( 1+X2 )-approximation of the LCS of two

binary strings with 0(G) = 1(G) ≤ min(0(~), 1(~)) in time$ (=1+Y ),
as desired. □

6 PUTTING IT ALL TOGETHER

In this �nal section we use standard techniques to �nish the proof

of Theorem 1.2 given the balanced case Theorem 3.2. This proved

in [30] for equal length strings and in [7] for unequal length strings

(see also [6]).

Lemma 6.1 (Lemma 13 of [7], see also Lemma 3.5 of [6]). For every

d > 0, there exists X = X (d) > 0 such that the following holds. There

exists an algorithm which, given binary strings G,~ with |G | ≤ |~ |
and 0(G) = 1(~) ≤ ( 12 − d) |G |, computes a ( 12 + X)-approximation of

LCS(G,~) in deterministic linear time. 2

Lemma 6.2. For all Y > 0, there exists an absolute constant X =

X (Y) > 0 and a deterministic algorithm that, given two strings G and

~ with |G | ≤ |~ | and min(1(G), 1(~)) = min(0(G), 0(~)), outputs a
( 12 + X)-approximation of LCS(G,~) in time $ ( |~ |1+Y ).

Proof. Let X1 = X1 (Y) > 0 be the absolute constant in Theo-

rem 3.2. Let X2 > 0 be the absolute constant in Lemma 6.1 with

parameter d = X1/10. Let X = min(X1/2, X2). As |G | ≤ |~ |, we have
three cases, and we �nd a ( 12 + X)-approximation to LCS(G,~) in
each.

Case 1. 0(G) = min(0(G), 0(~)), 1(G) = min(1(G), 1(~)). Then
0(G) = 1(G) = |G |/2 and LCS(G,~) ≥ |G |/2. The algorithm in

Theorem 3.2, gives a ( 12 + X1)-approximation of the LCS.

2There are several minor di�erences between this statement and the statement in [7].
First, the statement in [7] says subquadratic time but it actually runs in linear time,

similar to the analogous algorithm in [30] who proved Lemma 6.1 for equal-length
strings. This was con�rmed in private communication with the authors.

Second, [7] prove the statement when 0(G ) and 1(~) are within Y |G | of each other
for some |G | , while we only consider when they are equal.

Case 2. 0(~) = min(0(G), 0(~)), 1(G) = min(1(G), 1(~)). Wehave

1(G) = 0(~) ≤ 0(G). There are two subcases.

Subcase 2a. 1(G) ≥ ( 12 − d) |G |. In this case, delete 0(G) − 1(G) ≤
d |G | zeros from G arbitrarily to get a balanced subsequence G ′.
Then LCS(G ′, ~) ≥ LCS(G,~) − d |G | ≥ (1 − d) LCS(G,~). Thus, the
algorithm in Theorem 3.2 gives a common subsequence of length

( 12 + X1) (1 − d) LCS(G,~) ≥ ( 12 + X) LCS(G,~).
Subcase 2b. 1(G) ≤ ( 12 − d) |G |. In this case, Lemma 6.1 with

parameter d �nds a common subsequence of length at least ( 12 +
X) LCS(G,~).

Case 3. 0(G) = min(0(G), 0(~)), 1(~) = min(1(G), 1(~)). Sym-

metric to case 2. □

Theorem (Theorem 1.2, restated). For all Y > 0, there exists an

absolute constant X = X (Y) > 0 and a deterministic algorithm

that, given two binary strings G and ~ of not-necessarily-equal

length, outputs a ( 12 + X)-approximation of the longest common

subsequence in time $ (=1+Y ) where = = max( |G |, |~ |).

Proof. Let X0 be the constant in Lemma 6.2. Let X = X0/5. Let
the input strings be G and ~ and assume without loss of generality

|G | ≤ |~ | and that min(0(G), 0(~)) ≥ min(1(G), 1(~)). We have

Trivial(G,~) = min(0(G), 0(~)) and LCS(G,~) ≤ min(0(G), 0(~)) +
min(1(G), 1(~)).

If min(0(G), 0(~)) ≥ (1 + X0)min(1(G), 1(~)), then, as 1+X0
2+X0 >

1
2 +X , the trivial algorithm gives a ( 12 +X)-approximation of the LCS.

Thus we may assume min(0(G), 0(~)) ≤ (1 + X0)min(1(G), 1(~)).
Delete min(0(G), 0(~)) −min(1(G), 1(~)) ≤ X0min(1(G), 1(~)) ze-
ros from each of G and ~ arbitrarily to obtain G ′ and ~′ with

min(0(G ′), 0(~′)) = min(1(G ′), 1(~′)).
We have

LCS(G ′, ~′) ≥ LCS(G,~) − X0min(1(G), 1(~)) ≥ (1 − X0) LCS(G,~) .

Running the algorithm in Lemma 6.2 gives an approximation to

LCS(G ′, ~′) that is at least ( 12 + X0) (1 − X0) LCS(G,~) > ( 12 +
X) LCS(G,~), as desired. □

7 CONCLUSION AND OPEN QUESTIONS

We close with some related open questions.

• What is the best possible approximation factor of binary LCS

in almost-linear or truly subquadratic time? We give a 1
2 + X

in almost-linear time. We made no attempt to optimize X ,

and currently it depends on the runtime exponent 1 + Y.
• Related to the above, can we prove �ne-grained hardness of

approximation results for LCS? It is known that a determin-

istic 2−(log=)
1−X

approximation in =2−Y time for LCS over

alphabet => (1) would imply new circuit lower bounds, as

would a deterministic 1− 1
poly log=

-approximation for binary

inputs [1, 4, 20].

• We studied the algorithmic question of computing LCS, where,

as the previous two questions highlight, the optimal approx-

imation factor is open. We showed this algorithmic question

is closed related to an analogous combinatorial question,

which is also open: What is the largest constant U ∈ (0, 1)
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such that in any set� ⊂ {0, 1}= of |� | ≥ 2Ω (=) binary strings,
there are always two strings G,~ with LCS(G,~) ≥ U=? The
optimal U is known to be in [ 12 + 10−40, 2 −

√
2] [18, 23],

and 1 − U quanti�es the maximum fraction of adversarial

deletions that can be tolerated by a (asymptotically) positive

rate code.

It would also be interesting to understand how strong is

the connection between the deletion codes question and

the algorithmic LCS question. At �rst blush, it seems that

techniques derived solely from analysis of deletion codes

should not give an U-approximation for U > 2 −
√
2 ≈ 0.59

(because of the deletion codes construction [18]), so beating

this ratio would show some separation between the two

questions.

• How does the optimal subquadratic time or almost-linear

time approximation factor growwith the alphabet size? Over

alphabet size @, we show that we can beat (barely) the trivial
1
@ -approximation. We know that we can always get a ran-

domized 1
=> (1)

-approximation in linear time [11, 28], which

is much better than 1
@ for large alphabets.

• There is a natural question that arises from another possible

approach to proving Theorem 1.2. De�ne the directed edit

distance of two strings G,~ to be the number of edits needed

to get from G to ~, where insertions cost 0 and deletions

(and substitutions) cost 1. Equivalently, ®Δedit (G,~) ≔ |G | −
LCS(G,~). When the strings are equal length, the directed

edit distance is simply half the edit distance. A constant-

factor approximation of directed edit distance in almost-

linear time would immediately imply Theorem 3.2 and thus

Theorem 1.2. This suggest the following question, which

may be of independent interest.

Question 7.1. Is there an almost-linear time constant-factor

approximation of the directed edit distance?

We note that ®Δedit (G,~) is not a metric. Indeed, it is not even

symmetric3, and it does not satisfy the triangle inequality.

Thus, the existing edit distance approximation algorithms

[10, 15, 19, 25], which rely heavily on the triangle inequal-

ity, do not seem to immediately apply to directed edit dis-

tance. On the other hand, directed edit distance does satisfy

a “directed triangle inequality”: for strings G,~, I, we have
®Δedit (G, I) ≤ ®Δedit (G,~) + ®Δedit (~, I). This gives some hope

that fast approximation algorithms exist.
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3 ®Δedit (0011, 00) = 2 but ®Δedit (00, 0011) = 0

A PROOF OF LEMMA 4.4

Lemma 4.4 is essentially a corollary of the stronger combinatorial

structure lemma [23, Lemma 4.1], except that the constant depen-

dences are superior and we make the additional assumption that

the lengths involved are all powers of two. For completeness, we

include a proof here which is signi�cantly simpler than the proof

of [23, Lemma 4.1].

Lemma (Lemma 4.4, restated). For Y = 10−5 and F su�ciently

large, at least one of the following two conditions holds for every

string G ∈ {0, 1}F .
(1) There exists ℓ ∈ [Y2F,F] equal to a power of two and an

0.1-imbalanced interval � in G of length ℓ .

(2) There exists ℓ ∈ [1, Y2F) equal to a power of two such that

the number of ℓ+-�ags in G is at least YF , and G contains

(0ℓ1ℓ )YF/ℓ as a subsequence.

Proof. We �rst reduce to the case that F is a power of two.

Indeed, suppose we show the statement for all lengthsF ′ equal to
su�ciently large powers of 2, with a stronger Y′ = 10−4 in place

of Y. Then, let F ′ be the largest power of two at most F , and let

G ′ = G [F′ ] be the pre�x of G of length F ′ > F/2. Applying our

assumption to G ′, the lemma statement holds for G ′ with stronger

Y′ = 10−4. If G ′ falls into the �rst case of the lemma, then G ′ contains
a 0.1-imbalanced interval � of length ℓ ∈ [(Y′)2F ′,F ′] ⊆ [Y2F,F],
so G must fall into the �rst case as well.

Otherwise, there exists ℓ ∈ [1, (Y′)2F ′) equal to a power of two

such that the number of ℓ+-�ags in G ′ is at least (Y′)2F ′ ≥ YF ,

and G ′ contains (0ℓ1ℓ ) (Y′ )2F′/ℓ ⊇ (0ℓ1ℓ )Y2F/ℓ . If ℓ ≥ Y2F , then

the existence of an ℓ+-�ag implies that there is a 0.1-imbalanced

interval of length at least ℓ in G ′, so G again falls into the �rst case

of the lemma. On the other hand, if ℓ < Y2F then G falls into the

second case of the lemma, as desired.

Thus, we assume F is a power of two and prove this special

case with the stronger constant Y = 10−4. LetF = 2 , and for any

0 ≤ : ≤  and 1 ≤ 8 ≤ 2 −: , de�ne �:,8 ≔ [(8 − 1) · 2: + 1, 8 · 2: ]
to be an aligned dyadic interval of length 2: . Observe that for each

: , the intervals �:,8 form a partition of [F]. If �:,8 is 0.1-imbalanced

for some : satisfying 2: ≥ Y2F , case 1 holds and we are done. Thus,

we may assume �:,8 is 0.1-balanced whenever 2: ≥ Y2F . We would

like to show that case 2 above always holds.

Call an interval � is sparse if 3 (G� ) < 0.01, and dense otherwise.

Let S: denote the collection of all maximal sparse dyadic intervals

�:,8 of length 2: , i.e. all sparse dyadic intervals �:,8 that are not

proper subintervals of other sparse �: ′,8′ . Let S =

⋃ 
:=0
S: , so that

S is the collection of all maximal sparse dyadic intervals in G , and

the elements of S are pairwise disjoint.

Observe that sparse intervals are certainly 0.1-imbalanced, so

by our previous assumption, S: is empty if 2: ≥ YF . On the other

hand, we also assumed that � ,1 = [F] is 0.1-balanced, so the

number of zeros in G is at least 0.4F . Every zero-bit in G constitutes

a sparse dyadic interval �0,8 of length 1 by itself, and every sparse

dyadic interval lies inside some element of S. Thus, intervals in S
cover all zero-bits in G and have total length at least 0.4F .

Let if � = �:,8 and 8 > 1, de�ne the predecessor of � to be pred(� ) ≔
�:,8−1.
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Claim. If : ≥ 0, 1 < 8 ≤ 2 −: , �:,8 ∈ S, C = 2max(0,:−5) , and
pred(�:,8 ) is dense, then the number of C-�ags in pred(�:,8 ) is at least
0.01 · | pred(�:,8 ) |.

Proof. If : < 5 then the assumption that �:,8 is sparse implies

that it contains only zeros, so the �rst one-bit in pred(�:,8 ) is a
1-�ag, and this is su�cient. Assume now that : ≥ 5. Observe that

since �:,8 is sparse, it contains at least 0.99 · 2: > 2:−1 > 10(C − 1)
zeros and at most 0.01 · 2: < 2:−6 = C/2 ones. In particular, the last

C/2 = 2:−6 ones in Gpred(�:,8 ) (or all of them if there are fewer than

2:−6) must all be C-�ags. As pred(�:,8 ) is dense, we are done. □

Thus, dense predecessors of elements of S contain many �ags. In

order to make sure these �ags are not double-counted, we �rst pass

to a subcollection of S, de�ned as follows. Write if � , � ∈ S, write
� ≺ � if both pred(� ) and pred(� ) exist, and pred(� ) ⊂ pred(� ).
De�ne S′ to be the subcollection of S obtained by removing the (at

most one) element of the form �:,0 without a predecessor, and then

removing all elements non-maximal with respect to ≺. Observe that
if two dyadic intervals satisfy � ≺ � , then � ⊆ pred(� ), so for any

dyadic interval � , the total length of all elements � of S satisfying

� ≺ � is at most |� |. By passing to S′, we deleted at most half of the

total length in S, plus possibly one interval with no predecessor,

which has length at most Y2F . Thus,
∑

� ∈S′
|� | ≥ 1

2

∑

� ∈S
|� | − Y2F ≥ 0.1F.

Writing S′≥: for the collection of all intervals in S′ with length

at least 2: , we pick :0 to be the largest 0 ≤ :0 ≤  for which
∑

� ∈S′≥:0

|� | ≥ 0.01F.

Our choice of ℓ is ℓ ≔ 2max(0,:0−5) . Note that ℓ < Y2F because

S: is empty when 2: ≥ Y2F . We separately prove each of the two

required hypotheses.

Claim. For ℓ = 2max(0,:0−5) , the number of ℓ+-�ags in G is at least

YF .

Proof. For any two dyadic intervals � , � , either � ≺ � or � ∩ � =
∅. Thus, {pred(� ) |� ∈ S′≥: } is a collection of pairwise-disjoint

intervals with total length at least 0.01F . By the previous claim,

the number of ℓ+-�ags in one of these intervals pred(� ) is at least
0.01| pred(� ) | = 0.01|� |, and so in total the number of ℓ+-�ags in G
is at least 10−4F , as desired. □

It remains to check that G contains (0ℓ1ℓ )YF/ℓ .

Claim. For ℓ = 2max(0,:0−5) , G contains (0ℓ1ℓ )YF/ℓ as a subse-

quence.

Proof. Let: = :0+1. By themaximality of:0, we have
∑
� ∈S′≥: |� | <

0.01F . Let S≥: denote the collection of maximal sparse dyadic in-

tervals of length at least 2: . Reversing the analysis which led to a

lower bound on the total length of S′, we obtain
∑

� ∈S≥:
|� | ≤ 2

∑

� ∈S′≥:

|� | + YF ≤ 0.1F.

Since all sparse dyadic intervals of length 2: lie inside some element

ofS≥: , we see that in total at most 0.1 ·2 −: of the dyadic intervals
�:,8 are sparse.

On the other hand, at most 0.7 · 2 −: of them have density

greater than 0.99, since otherwise these very dense intervals alone

account for at least 0.68F ones, making the entire interval [F]
0.1-imbalanced, which is a contradiction. In sum, out of 2 −: total

intervals �:,8 , at most 0.1 · 2 −: have density less than 0.01, and

at most 0.7 · 2 −: have density greater than 0.99, leaving at least

0.2 · 2 −: that must each contain 0.01 · 2: zeros and 0.01 · 2: ones.

Passing to only these subintervals, we conclude that G contains

a subsequence of the form G ′ = G1G2 · · · G0.2·2 −: where each G8
contains 0.01 · 2: zeros and 0.01 · 2: ones. A string of the form

(1ℓ0ℓ )0 can be found as a subsequence of G ′ by taking ones from

the �rst ⌈100ℓ/2: ⌉ G8 ’s, then zeros from the next ⌈100ℓ/2: ⌉, and so
on. Since ℓ ≥ 2:−6, we can pick

0 ≥ 0.2 · 2 −:
2⌈100ℓ/2: ⌉

≥ 10−4F/ℓ,

as desired. □

Combining the above two claims proves that if case 1 of the lemma

does not hold, then case 2 does for ℓ = 2max(0,:0−5) . □
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