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Abstract

We give algorithms with lower arithmetic operation counts for both the Walsh-Hadamard Transform
(WHT) and the Discrete Fourier Transform (DFT) on inputs of power-of-2 size N.

For the WHT, our new algorithm has an operation count of 23
24 N logN+O(N). To our knowledge, this

gives the first improvement on the N logN operation count of the simple, folklore Fast Walsh-Hadamard
Transform algorithm.

For the DFT, our new FFT algorithm uses 15
4 N logN +O(N) real arithmetic operations. Our leading

constant 15
4 = 3.75 improves on the leading constant of 5 from the Cooley-Tukey algorithm from 1965,

leading constant 4 from the split-radix algorithm of Yavne from 1968, leading constant 34
9 = 3.777 . . .

from a modification of the split-radix algorithm by Van Buskirk from 2004, and leading constant 3.76875
from a theoretically optimized version of Van Buskirk’s algorithm by Sergeev from 2017.

Our new WHT algorithm takes advantage of a recent line of work on the non-rigidity of the WHT:
we decompose the WHT matrix as the sum of a low-rank matrix and a sparse matrix, and then analyze
the structures of these matrices to achieve a lower operation count. Our new DFT algorithm comes from
a novel reduction, showing that parts of the previous best FFT algorithms can be replaced by calls to an
algorithm for the WHT. Replacing the folklore WHT algorithm with our new improved algorithm leads
to our improved FFT.

*Columbia University, josh@cs.columbia.edu.
†Columbia University, kevinrao99@gmail.com.
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1 Introduction

Two of the most important and widely-used linear transforms are the Discrete Fourier Transform (DFT) and
the Walsh-Hadamard Transform (WHT). In addition to their breadth of applications, these transforms can be
computed quickly: They can be applied to a vector of length N using only O(N logN) arithmetic operations,
for instance, using the split-radix Fast Fourier Transform (FFT) algorithm [Yav68] and the folklore fast
Walsh–Hadamard transform, which make use of the recursive definitions of these transforms.

Determining how much these algorithms can be sped up is an important question in both practice and
theory. This is typically phrased as determining the smallest ‘leading constant’ c such that they can be com-
puting using (c+o(1))N logN arithmetic operations (where log denotes the base 2 logarithm). In practice,
even modest improvements to c can be impactful; the current best algorithm for the DFT, which improves
the leading constant from the split-radix algorithm by slightly over 5%, is implemented today in software
libraries that have been widely deployed [FJ98]1. In theory, it is popularly conjectured that an operation
count of Ω(N logN) is necessary to compute these transforms, i.e., that one cannot achieve arbitrarily small
values of c for either of these transforms, but this conjecture is still open. One piece of evidence for this
conjecture is that there haven’t been many improvements to these constants: prior to this work there have
been only three FFT improvements since the original Cooley-Tukey algorithm [CT65] over 50 years ago,
and there has never been an improvement over the folklore algorithm for the WHT.

In this paper, we give improved algorithms, leading to smaller leading constants, for both the WHT and
the DFT on inputs of power-of-two size. Our new algorithm for the WHT makes use of a recent line of
work on the matrix rigidity of the WHT, and our new algorithm for the DFT uses a novel reduction to the
WHT. Our approach for the DFT is quite different from prior Fast Fourier Transform (FFT) improvements:
We focus on decreasing the number of additions and subtractions used by the algorithms, whereas prior
improvements focused on the ‘twiddle factor’ multiplications.

1.1 WHT Result

Let N be a power of 2, and let F be any field. The N×N WHT matrix, HN , is defined recursively by

H2 =

[
1 1
1 −1

]
, and HN =

[
HN/2 HN/2
HN/2 −HN/2

]
for N ≥ 4. The goal of the WHT is, given as input a vector x ∈ FN , to compute the vector y = HNx. We
focus on F whose characteristic is not 2, since the problem is trivial in such fields.

The folklore fast Walsh-Hadamard transform algorithm follows directly from this recursive definition:
Letting TH(N) denote the number of arithmetic operations used in computing HNx, we get the base case
TH(2) = 2, and the recurrence TH(N) = 2TH(N/2)+N, which yield TH(N) = N logN.

In particular, it gives a leading constant of 1, and to our knowledge, no algorithm using fewer arithmetic
operations was previously known. Our first main result improves this constant from 1 to 23/24 < 0.96.

Theorem 1.1. For any field F, given x ∈ FN for N a power of 2, we can compute HNx using at most
23
24 N logN + 13

12 N field operations.

Furthermore, our algorithm only uses fairly simple field operations: 22
24 N logN + 1

12 N additions and sub-
tractions, 1

24 N logN “divide by 2” operations, and N− 1 “multiply by a power of 2” operations where the
power of 2 is at most N. When working over the reals in a typical computer architecture, these division and
multiplication operations can be implemented using ‘bit shifts’ which are substantially faster than a general
addition or multiplication operation.

1To see it in action, see lines 162 - 239 in fftw-3.3.10/genfft/fft.ml of the fftw-3.3.10 package [FJ98].
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In Section 6.1 below, we also give an alternative algorithm which uses 7
8 N logN +O(N) additions and

subtractions, 1
8 N logN “divide by 2” operations, and N “multiply by a power of 2” operations. Although this

alternative algorithm does not use fewer total operations than the folklore Fast Walsh-Hadamard Transform,
it does use fewer when “divide by 2” operations are ignored, and may be even faster in certain settings.

The main idea behind our new algorithm is to take advantage of the matrix non-rigidity of the matrix
HN . A matrix M is called rigid if it is impossible to change a ‘small’ number of its entries to make it
have ‘low’ rank2. Rigidity was introduced by Valiant [Val77] to prove lower bounds on the complexity of
multiplying matrices like HN by input vectors. Valiant showed that if M is rigid, then one cannot multiply
M by an input vector using O(N) arithmetic operations in an O(logN)-depth arithmetic circuit. (All the
algorithms discussed in this paper can be seen as O(logN)-depth arithmetic circuits.) Hence, proving that
HN or a similar matrix is rigid would be a first step toward proving that Ω(N logN) operations are required
to multiply it by a vector.

However, a recent line of work [AW17, DE19, DL20, Alm21, Kiv21, BGKM22] has proved that many ma-
trices, including the WHT [AW17] and DFT [DL20] matrices, are not rigid. A formal converse to Valiant’s
result is not known, and in particular, it is not immediate that this leads to improved algorithms for any of
these matrices. Nonetheless, we design our faster algorithm for the WHT by making use of a rigidity upper
bound from recent work of one of the authors [Alm21], combined with new observations about the structure
of changes one makes to HN to reduce its rank.

1.2 DFT Result

The DFT matrix is defined over the complex numbers C. Let ωN := eiπ/N ∈ C denote the Nth root of unity,
with i =

√
−1. The N×N DFT matrix, FN ∈ CN×N , is given by, for a,b ∈ {0,1, . . . ,N−1}, C[a,b] = ωa·b

N .
The goal of the DFT is, given as input a vector x ∈ CN , to compute the vector y = FNx. We focus here on
the case where N is a power of 2.

FFT algorithms (for the DFT) have customarily been measured by the number of real operations they
perform, rather than number of complex operations, to correspond more closely with costs in real computer
architectures. In other words, the problem we solve is: We are given as input 2N real numbers, correspond-
ing to the real and imaginary parts of the entries of x ∈ CN , the goal is to output 2N real numbers equal to
the real and imaginary parts of the entries of y = FNx, and we count the number of real arithmetic opera-
tions performed. For example, we add complex numbers using 2 real additions, and multiply two complex
numbers using 6 real operations (4 multiplications and 2 additions).

Figure 1 summarizes the history of the best FFT algorithms. The classic Cooley-Tukey algorithm [CT65]
achieves a leading constant of 5, and a few years later in 1968, Yavne [Yav68] introduced the ‘split-radix’
(SR) variant on Cooley-Tukey which improves the constant to 4. Over thirty years later, in 2004, Van
Buskirk publicly posted software [VB04] which improved on the operation count of SR using a ‘Modified
Split-Radix’ (MSR) approach. By the year 2007, three different groups independently gave theoretical
analyses of Van Buskirk’s algorithm (or equivalent variants on it), proving its correctness and formally
showing that it achieved a leading constant of 34/9 = 3.777 . . . [LVB07, JF06, Ber07]. As mentioned
above, this MSR algorithm is used in widely-deployed systems today [FJ98]. More recently, in 2017,
Sergeev [Ser17] showed that the operation-saving technique of MSR could be applied more effectively in
the limit as the ‘base circuit’ of the algorithm gets larger and larger, improving the constant to 3.76875.

Our second main result improves the constant to 15/4 = 3.75:

Theorem 1.2. Given x ∈ CN for N a power of 2, we can compute FNx using at most 15
4 N logN− 223

108 N +
o(N0.8) real operations.

2See the surveys [L+09, Ram20] for a formal definition and a discussion of many applications of rigidity throughout theoretical
computer science.
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Algorithm Leading constant of operation count
Cooley-Tukey [CT65] 5

Split Radix (SR) [Yav68] 4
Modified Split Radix (MSR) [LVB07, JF06, Ber07] 34/9 = 3.7777 . . .

“Theoretically Optimized” Split Radix [Ser17] 3.76875
This paper, Algorithm 8 15/4 = 3.75

Figure 1: History of the best FFT algorithms, for N a power of 2. For all these algorithms, a leading constant
of c means the algorithm uses cN logN +O(N) real operations, where the O hides a modest constant.

Furthermore, similar to Theorem 1.1, some of the operations in Theorem 1.2 are simple multiplications
or divisions by small powers of 2 which could be implemented with fast ‘bit shifts’: 1

36 N logN are “divide
by 2” operations, and N−1 are “multiply by a power of 2” operations.

At a high level, the prior improvements beyond Cooley-Tukey focused on the number of real operations
used for multiplying inputs by ‘twiddle factor’ complex numbers throughout the algorithm. They noticed
that the operation counts could be reduced by taking advantage of symmetries in the twiddle factors. For
example, a key observation of SR is that, given two complex numbers a and b, one can simultaneously
compute both a · b and a · b∗ using only 8 real operations (where b∗ denotes the complex conjugate of b),
whereas multiplying a by two arbitrary complex numbers in general is done with 12 real operations.

Our improvement focuses instead on the additions and subtractions used to combine the recursive calls at
each layer of these algorithms. We show how to rearrange the order that computations are performed in, so
that many of these additions and subtractions can be replaced by a reduction to the WHT. We show:

Lemma 1.1. Suppose the WHT of a vector x∈FN for N a power of 2 can be computed using cN logN+O(N)
field operations. Then, the DFT of a vector y ∈ CN can be performed using

(2
3 c+ 28

9

)
N logN +O(N) real

operations.

In particular, setting c = 1 (from the folklore fast Walsh-Hadamard transform) in Lemma 1.1 recovers the
leading constant 34/9 achieved by MSR, but using our improved c = 23/24 from Theorem 1.1 yields the
leading constant 15/4 which we state in Theorem 1.2. By the nature of our reduction, our new FFT algorithm
is faster (in operation count or in practice) on input size N whenever our algorithm from Theorem 1.1 for
the WHT is faster for input size N/8. (Indeed, on input size N, our FFT algorithm involves computing many
WHTs of size N/8 and smaller.)

Although the WHT and DFT matrices differ in critical ways, they have similar recursive structures, and it
is natural to wonder whether there is a formal connection showing that an improvement to either one gives
an improvement for the other. To our knowledge, our Lemma 1.1 is the first such connection.

1.3 Verification Code

We have implemented the algorithms for Theorem 1.1 and Theorem 1.2, which can be used to verify
their correctness and operation counts. Our implementation is available at code.joshalman.com/
WHT-and-FFT-from-Non-Rigidity.

1.4 Other Related Work

Barriers for the DFT All known algorithms for the DFT, including ours, use Ω(N logN) arithmetic oper-
ations, but it remains an open question to prove that an algorithm using o(N logN) operations is impossible.

3
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A number of previous works have shown barrier results: if one places some restrictions on the structure and
properties of FFT algorithms, then Ω(N logN) operations are required. For example, Morgenstern [Mor73]
proved a 1

2 N logN lower bound for the complexity of FFT algorithms with coefficients (the fixed complex
numbers that one multiplies by throughout the algorithm) of magnitude at most 1. Works by Papadim-
itriou [Pap79] and by Haynal and Haynal [HH11] give Ω(N logN) lower bounds by making assumptions
about the ‘flow graph’ of the FFT algorithm, requiring, among other things, that there is a unique path in
this graph from any input to any output. Pan [Pan86] similarly gives an Ω(N logN) lower bound assuming
the flow graph is ‘asynchronous’.

The Cooley-Tukey algorithm conforms to all of these assumptions, and SR conforms to all but the asyn-
chronicity assumption. The MSR algorithm does not conform to these assumptions, and our new FFT
algorithm introduces new ideas which further violate them. We use real coefficients of magnitude as large
as N (the “multiply by powers of 2” operations discussed earlier); these are larger than the coefficients used
in the MSR algorithm, which were only slightly super-constant. Nonetheless, we use our coefficients in such
a way that on the same inputs, the largest intermediate values one computes using our algorithm, MSR, and
SR are roughly the same.3 Our new WHT algorithm, which we use as a subroutine in our DFT algorithm,
makes use of an algebraic identity which computes and combines multiple intermediate values that depend
on many of the inputs. This results in a flow graph where each input has many paths to each output.

A more recent line of work by Ailon [Ail13, Ail14, Ail15] gives an Ω(N logN) lower bound for WHT
algorithms that don’t have Ω(n) different ‘ill-conditioned’ intermediate steps. Our new WHT algorithm
starts with Θ(n) steps of multiplying inputs by large powers of 2, which are each much more ill-conditioned
than is required by the barriers.

In other words, the new ideas behind our improved algorithm seemingly require further violations of
the assumptions that are known to lead to Ω(N logN) lower bounds. This suggests that new barriers are
needed, but also that studying techniques that overcome these barriers more carefully may help lead to
further improvements.

Matrix Rigidity and Linear Circuits Our faster WHT algorithm uses a rigidity decomposition recently
given by [Alm21, Lemma 4.6] for the matrix H8. The prior work [Alm21] used this and other rigidity
decompositions to give a smaller constant-depth circuit for the WHT in a different model of computation,
called the ‘linear circuit model’. The linear circuit model differs from our setting in how it measures com-
plexity. While we count the number of arithmetic operations used by an algorithm, linear circuits make use
of ‘linear gates’ which may compute arbitrary linear combinations of their inputs, and they only count the
total number of input wires to their gates. In particular, in that model, adding two inputs has a cost of 2
(since an addition gate would have 2 input wires), but multiplying by scalars is free. For example, replacing
an addition of complex numbers with a multiplication would decrease the cost in the linear circuit model
(where multiplications are free), but would not change the number of arithmetic operations that we count,
and would even increase the cost when we are counting real operations (since complex multiplications are
computed with 6 real operations, but additions use only 2).

Because of the differences in these models, our algorithms do not translate into improved linear circuits,
and the algorithms of [Alm21] do not give improved arithmetic operation counts. Notably, in the prior
work [Alm21], only the number of entries which are changed in the rigidity decomposition seems to matter,
whereas we also need to analyze the pattern of these changes. The prior work [Alm21] ultimately designs
its best linear circuit by making use of a different rigidity decomposition for the matrix H16 (which strictly
improves on the circuit they design using their decomposition of H8), whereas, despite some effort, we have
not been able to design an improved algorithm with a decomposition of H16 rather than the decomposition

3Notably, our large coefficients are all powers of 2 which are simple to determine, and the time to compute the other ‘twiddle
factors’ used by our algorithm is nearly identical to MSR.
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of H8 that we use.
Although it is known that the DFT is not rigid [DL20], we do not explicitly use this fact in our FFT

algorithm. We only use the non-rigidity of the WHT, and then reduce the DFT to the WHT. Making use of
the non-rigidity of the DFT is an exciting, open direction.

2 Technical Overview

We begin by giving an overview of our new algorithm for the DFT. We show how to rewrite and rear-
range the computations involved in the MSR algorithm so that subcomputations can be extracted which are
equivalent to the WHT. We will then give an overview of our new WHT algorithm based on a non-rigidity
decomposition of the WHT matrix.

2.1 Improving the Split-Radix Algorithm

The main idea behind our new FFT algorithm is to start with the MSR algorithm and perform a number
of steps where its computations are rewritten or rearranged. In this overview, we will instead show how to
apply these rewrites and rearrangements to the simpler SR algorithm. Since the MSR algorithm has a very
similar overall structure (just with some complicated details inserted), we ultimately apply the same steps
we outline here to obtain our final algorithm.

We start with the split-radix FFT algorithm (for the unfamiliar reader, see Section 4.1 below for a deriva-
tion of this algorithm; for completeness, we rederive both SR and MSR in Section 4):

Algorithm 1 Split-Radix FFT
1: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FFT (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FFT (x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FFT (x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: yk← Ak +ωk

NBk +ω
−k
N Ck

7: yk+N/4← Ak+N/4− iωk
NBk + iω−k

N Ck

8: yk+N/2← Ak− (ωk
NBk +ω

−k
N Ck)

9: yk+3N/4← Ak+N/4 + iωk
NBk− iω−k

N Ck
10: end for
11: end procedure

We can equivalently view this algorithm in the following recursive matrix form:

F(x) = FNΠ
−1
N ΠNx =


IN/4 DN D′N

IN/4 −iDN iD′N
IN/4 −DN −D′N

IN/4 iDN −iD′N


FN/2 [

FN/4
FN/4

]

 x[2i]N/2−1

i=0

x[4i+1]N/4−1
i=0

x[4i−1]N/4−1
i=0


Here, ΠN is a permutation matrix which reorders the entries of x so that the subvectors in the algorithm, to
which we will recursively apply the FFT, appear contiguously for the sake of clarity.4 DN ,D′N ∈ CN/4×N/4

4Note that permutation matrices can be applied to an input vector without any arithmetic operations, by simply reordering the
entries. In other words, the ΠN matrix will only implicitly be implemented in any actual algorithm by the way the algorithms access
their input, and thus does not add any computational complexity.
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are the diagonal matrices given by DN,N [ j, j] = ω
j

N and D′N,N [ j, j] = ω
− j
N for j ∈ {0, . . .N/4−1}.

We now will explain our new idea that modifies this algorithm (as well as the MSR algorithm) to get a
speedup. At each step, we write all changes from the previous algorithm in blue.

We begin by focusing on lines 6 - 9 from the split-radix algorithm. Take, for example, line 6.

yk← Ak +ω
k
NBk +ω

−k
N Ck

The important observation here is that since ωk
N and ω

−k
N are complex conjugates, they are identical except

for a negated imaginary part. We will take advantage of this to rewrite the line in a convenient way; let α be
any complex number and α∗ be its complex conjugate. We will use the following algebraic rearrangement
of the split-radix algorithm’s computations (inspired by similar manipulations used in work on radix-3 FFT
algorithms, e.g., [SSK86, DV78]).

Lemma 2.1. Let A,B,C,α be complex numbers written as

A = a+a′i, B = b+b′i, C = c+ c′i

α = r+ r′i, α
∗ = r− r′i

for real numbers a,a′,b,b′,c,c′,r,r′. Then,

A+(αB+α
∗C) = [a+(r(b+ c)+ r′(c′−b′))]+ [a′+(r(b′+ c′)+ r′(b− c))]i

Proof. Starting with our substitution,

A+αB+α
∗C = (a+a′i)+(r+ r′i)(b+b′i)+(r− r′i)(c+ c′i)

= a+ rb− r′b′+ rc+ r′c′+a′i+ rb′i+ r′bi+ rc′i− r′ci

= [a+(r(b+ c)+ r′(c′−b′))]+ [a′+(r(b′+ c′)+ r′(b− c))]i.

We will analogously rewrite lines 7 through 9 via a similar calculation:

Corollary 2.1. Analogously,

A− (αB+α
∗C) = [a− (r(b+ c)+ r′(c′−b′))]+ [a′− (r(b′+ c′)+ r′(b− c))]i,

A− i(αB−α
∗C) = [a+(r′(b+ c)+ r(b′− c′))]+ [a′+(r′(b′+ c′)+ r(c−b))]i,

A+ i(αB−α
∗C) = [a− (r′(b+ c)+ r(b′− c′))]+ [a′− (r′(b′+ c′)+ r(c−b))]i.

We use these four results and substitution to rewrite the split-radix algorithm as

Algorithm 2 Split-Radix FFT (Rewritten)
1: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FFT (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FFT (x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FFT (x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: a+a′i,z+ z′i,b+b′i,c+ c′i← Ak,Ak+N/4,Bk,Ck

7: r+ r′i← ωk
N

8: yk← [a+ r(b+ c)+ r′(c′−b′)]+ [a′+ r(b′+ c′)+ r′(b− c)]i
9: yk+N/4← [z+ r′(b+ c)+ r(b′− c′)]+ [z′+ r′(b′+ c′)+ r(c−b)]i

10: yk+N/2← [a− r(b+ c)− r′(c′−b′)]+ [a′− r(b′+ c′)− r′(b− c)]i
11: yk+3N/4← [z− r′(b+ c)− r(b′− c′)]+ [z′− r′(b′+ c′)− r(c−b)]i
12: end for
13: end procedure
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Observe that instead of depending on A,B,C, the output of the FFT function (i.e., the quantities calculated
on lines 8 through 11) can now be thought of as depending on a,a′,b+ c,b′+ c′,b− c,b′− c′, which in turn
depend only on A,B+C,B−C (where addition and subtraction of vectors is done entry-wise). In other
words, the computations in lines 8 through 11 depend on B+C = FFT (x[4 j + 1]N/4−1

j=0 ) + FFT (x[4 j−
1]N/4−1

j=0 ) and B−C = FFT (x[4 j+1]N/4−1
j=0 )−FFT (x[4 j−1]N/4−1

j=0 ), which by the linearity of the FFT, are

equivalent to FFT (x[4 j+ 1]N/4−1
j=0 + x[4 j− 1]N/4−1

j=0 ) and FFT (x[4 j+ 1]N/4−1
j=0 − x[4 j− 1]N/4−1

j=0 ). Thus, we
can replace the lines

B← FFT (x[4 j+1]N/4−1
j=0 )

C← FFT (x[4 j−1]N/4−1
j=0 )

with

x̃B← x[4 j+1]N/4−1
j=0 + x[4 j−1]N/4−1

j=0

x̃C← x[4 j+1]N/4−1
j=0 − x[4 j−1]N/4−1

j=0

B̃← FFT (x̃B)

C̃← FFT (x̃C)

and substitute b̃ for every instance of b+ c, b̃′ for every instance of b′+ c′, c̃ for every instance of b− c,
and c̃′ for every instance of b′− c′, to get

Algorithm 3 Split-Radix FFT (Intermediate modifications)
1: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

2: x̃B← x[4 j+1]N/4−1
j=0 + x[4 j−1]N/4−1

j=0

3: x̃C← x[4 j+1]N/4−1
j=0 − x[4 j−1]N/4−1

j=0

4: A← FFT (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

5: B̃← FFT (x̃B) ▷ B̃ ∈ CN/4

6: C̃← FFT (x̃C) ▷ C̃ ∈ CN/4

7: for k ∈ [0,1, . . .N/4−1] do
8: a+a′i,z+ z′i, b̃+ b̃′i, c̃+ c̃′i← Ak,Ak+N/4, B̃k,C̃k

9: r+ r′i← ωk
N

10: yk← [a+(r(b̃)+ r′(−c̃′))]+ [a′+(r(b̃′)+ r′(c̃))]i
11: yk+N/4← [z+(r′(b̃)+ r(c̃′))]+ [z′+(r′(b̃′)+ r(−c̃))]i
12: yk+N/2← [a− (r(b̃)+ r′(−c̃′))]+ [a′− (r(b̃′)+ r′(c̃))]i
13: yk+3N/4← [z− (r′(b̃)+ r(c̃′))]+ [z′− (r′(b̃′)+ r(−c̃))]i
14: end for
15: end procedure

In this form, each layer of our recursive algorithm first does some additions and subtractions on the input,
then makes recursive calls to the FFT function, then finally manipulates the results of those calls. We can
now reorder the operations in the algorithm, so that it first does the additions and subtractions in lines 2 and
3 in all of the recursive calls before performing lines 10 - 13 in any of the recursive calls. Our key insight
is that if we combine all of these additions and subtractions together and do them simultaneously, there is a
faster way to compute that resulting transformation by making use of our faster algorithm for the WHT.

7



To explain this idea more precisely, it will help to look again at the matrix form of the current algorithm.
Namely, FNx = (FNΠ

−1
N )(ΠNx) can be factored as the product


IN/4 RF iR′F

IN/4 R′F −iRF

IN/4 −RF −iR′F
IN/4 −R′F iRF


︸ ︷︷ ︸

TWN

FN/2 [
FN/4

FN/4

]

IN/2 [

IN/4 IN/4
IN/4 −IN/4

]


︸ ︷︷ ︸
HLN

 x[2i]N/2−1
i=0

x[4i+1]N/4−1
i=0

x[4i−1]N/4−1
i=0



where RF and R′F are diagonal matrices of real numbers with RF [ j, j]+ iR′F [ j, j] = ω
j

N . 5

Now we can see that in each level of our recursion we get a “twiddle matrix” TWN to the left of our
recursive calls and a “WHT-looking matrix” HLN to the right of our recursive calls. Hence, when computing
Algorithm 3, we effectively multiply x on the left by a number of HL matrices (corresponding to all the
additions and subtractions of lines 2 and 3 in all the recursive calls) followed by a number of of TW matrices
(corresponding to all the manipulations of lines 10 - 13 in all the recursive calls).

Thusfar, we have only rearranged computations of the split-radix algorithm, and one can verify that our
current algorithm still has an identical operation count as the normal split-radix. Our improvement now
comes from a new approach for simultaneously multiplying the input by all of the HL matrices. Let H ′N ∈
{−1,0,1}N×N be the linear transform corresponding to applying all the HL matrices to the input x of length

N. H ′N is thus recursively defined with base cases H ′1 =
[
1
]

and H ′2 =
[

1
1

]
and the recursion

H ′N =


H ′N/2 [

H ′N/4 H ′N/4
H ′N/4 −H ′N/4

]
 .

In particular, from this recursive definition, we observe that H ′N can be written as a permutation of a direct
sum of WHT matrices (see Appendix B for a proof), giving our reduction of the DFT to the WHT via this
family of H ′ matrices. We can thus apply our new faster algorithm for the WHT (which we describe next)
in order to get an improved operation count for H ′N and thus for the entire DFT6.

To summarize, after computing the transformation H ′ on the input, we recursively call the proper twiddle
matrices on the proper subsets of the input. The final result is:

5Notice that the middle two matrices in this factorization (the matrix with recursive calls and HL) commute. This is exactly the
observation made earlier about the linearity of the FFT.

6Applying the folklore WHT algorithm instead will simply give the exact same operation count as the SR FFT algorithm.
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Algorithm 4 Final Split-Radix FFT (with the full “Walsh-Hadamard Uprooting” trick)
1: procedure TW(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← TW (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B̃← TW (x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C̃← TW (x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: a+a′i,z+ z′i, b̃+ b̃′i, c̃+ c̃′i← Ak,Ak+N/4, B̃k,C̃k

7: r+ r′i← ωk
N

8: yk← [a+(r(b̃)+ r′(−c̃′))]+ [a′+(r(b̃′)+ r′(c̃))]i
9: yk+N/4← [z+(r′(b̃)+ r(c̃′))]+ [z′+(r′(b̃′)+ r(−c̃))]i

10: yk+N/2← [a− (r(b̃)+ r′(−c̃′))]+ [a′− (r(b̃′)+ r′(c̃))]i
11: yk+3N/4← [z− (r′(b̃)+ r(c̃′))]+ [z′− (r′(b̃′)+ r(−c̃))]i
12: end for
13: end procedure
14: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

15: y← TW (H ′(x))
16: end procedure

For our overall running time analysis, we have TFFT (N) = TH ′(N)+TTW (N).7 The straightforward algo-
rithm for H ′ would yield TH ′(N) = 2

3 N logN, but since H ′ is a direct sum of WHT matrices and (below) we
improve the leading constant for computing the WHT by a factor of 23

24 , we ultimately improve the leading
constant for computing H ′ from 2

3 to 2
3 ·

23
24 = 23

36 . In section 7, we perform this analysis more carefully and
show that TH ′(N)< 23

36 N logN + 25
12 N +o(N0.8). All that remains is to calculate TTW (N).

In order to implement TW using as few operations as possible, we compute each of rb̃−r′c̃′,rb̃′+r′c̃,r′b̃+
rc̃′,r′b̃′− rc̃ exactly once, and then use each of the results twice. Overall, this and the operations to combine
with a,a′,z,z′ total to 20 real operations on vectors of length N/4 per iteration of our loop, or 20(N/4) = 5N
real operations total for one call of TW (x) for length N input x. This gives us the recurrence TTW (N) =
5N +TTW (N/2)+ 2TTW (N/4) = 10

3 N logN +O(N). This is the same operation count as SR achieves for
the corresponding part of its calculations. Combining with TH ′(N) gives TFFT (N) = 143

36 N logN +O(N) ≈
3.972N logN +O(N), an improvement over the 4N logN operation count of split-radix. In Section 5 below,
we apply the same ideas to the MSR algorithm to improve its operation count instead. See also Corollary A.1
for the lower order terms of the operation count.

7Here we use the notation that TA(N) is the operation count for applying algorithm A to an input vector of length N.
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2.2 Faster Walsh-Hadamard Transform

The starting point for our new algorithm for the WHT is the following decomposition of the matrix H8 as
the sum of a low-rank matrix and a sparse matrix, which was introduced by [Alm21, Lemma 4.6]:

H8 =



1 1 1 1 1 1 1 1

1 −1 1 −1 1 −1 1 −1

1 1 −1 −1 1 1 −1 −1

1 −1 −1 1 1 −1 −1 1

1 1 1 1 −1 −1 −1 −1

1 −1 1 −1 −1 1 −1 1

1 1 −1 −1 −1 −1 1 1

1 −1 −1 1 −1 1 1 −1


=



1 1 1 1 1 1 1 1

1 −1 −1 −1 −1 −1 −1 −1

1 −1 −1 −1 −1 −1 −1 −1

1 −1 −1 −1 −1 −1 −1 −1

1 −1 −1 −1 −1 −1 −1 −1

1 −1 −1 −1 −1 −1 −1 −1

1 −1 −1 −1 −1 −1 −1 −1

1 −1 −1 −1 −1 −1 −1 −1


︸ ︷︷ ︸

low rank

+



0 0 0 0 0 0 0 0

0 0 2 0 2 0 2 0

0 2 0 0 2 2 0 0

0 0 0 2 2 0 0 2

0 2 2 2 0 0 0 0

0 0 2 0 0 2 0 2

0 2 0 0 0 0 2 2

0 0 0 2 0 2 2 0


︸ ︷︷ ︸

sparse

Intuitively, we will use this decomposition because low rank and sparse matrices can be multiplied by a
vector using few operations. Suppose we wanted to multiply H8 times a length 8 input [a,b,c,d,e, f ,g,h].
For the low rank matrix we compute tot = (b+ c+ d + e+ f + g+ h) one time and then simply compute
a+ tot (the desired first output entry) and a− tot (the desired output for all 7 other entries), for a total of 8
operations. For the sparse matrix, we can perform only 2 additions then double the result for each of the 7
nonzero rows, for a total of 21 operations. Including the 8 additions to add the results of these two matrices
together, this would give an operation count of 37 for computing H8.

This is a larger operation count than we are aiming for; the fast Walsh-Hadamard transform uses only 24
operations. A key insight is that while computing these two matrices separately and adding the results is
quite costly, we can reuse computations between the two. This allows us to save on computing each matrix
and also on combining their results. For example, in the process of computing tot we start by adding b+ c,
a value which is also used to compute the 5th row of our sparse matrix, so we can do that addition only once
across the two matrices. Using observations like this, we get down to an operation count of 29.

This is still worse than the baseline of 24 operations for computing H8. Our last main observation is
that 7 out of these 29 operations are multiplying each of the inputs b through h by 2. To reduce the cost
of these multiplications, we take a hint from a key idea behind the MSR algorithm for the DFT and ask:
what if those inputs, which are the outputs from recursive calls, were already scaled up by a factor of 2? If
instead of [a,b,c,d,e, f ,g,h] we received [a,2b,2c,2d,2e,2 f ,2g,2h] as input, now we can eliminate seven
“multiply by 2” operations and only divide one time on the sum 2b+2c+2d+2e+2 f +2g+2h to get tot.
In total, this would reduce the number of operations by 6, down from 29 to 23.

To achieve this, we observe that 2H(x) = H(2x) by the linearity of the WHT, so we can “push down” the
issue of multiplying by 2 into the recursive call. When we’ve reached the base case of our recursion, all of
the “multiply by 2” operations that have been pushed down finally accumulate and we multiply one time by
a power of 2, thus turning many “multiply by 2” operations into a few “divide by 2” operations and a single
“multiply by 2k for some k” operation. This ultimately gives us the following algorithm based on using H8
as our recursive step:
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Algorithm 5 Fast WHT from Non-rigidity of H8

1: procedure H8(x,k)→ y ▷ k ∈ N ▷ This algorithm returns 2kH(x)
2: if N ≤ 4 then Scale the inputs by 2k, use the folklore N · logN operation WHT, and end procedure
3: end if
4: a← H(x[ j]N/8−1

j=0 , k) ▷ a,b,c,d,e, f ,g,h are length N/8 vectors.

5: b← H(x[ j]N/4−1
j=N/8, k+1)

6: c← H(x[ j]3N/8−1
j=N/4 , k+1)

7: d← H(x[ j]N/2−1
j=3N/8, k+1)

8: e← H(x[ j]5N/8−1
j=N/2 , k+1)

9: f ← H(x[ j]3N/4−1
j=5N/8, k+1)

10: g← H(x[ j]7N/8−1
j=3N/4, k+1)

11: h← H(x[ j]N−1
j=7N/8, k+1)

12: B1← b+ c ▷ Addition done entry-wise
13: B2← d +h
14: B3← f +g
15: tot← B1 +B2 +B3 + e ▷ So tot = b+ c+d + e+ f +g+h
16: tot← tot/2 ▷ Scalar division, done over all entries
17: di f f ← a− tot
18: D← di f f +d
19: E← di f f + e
20: H← di f f +h
21: y[ j]N/8−1

j=0 ← a+ tot

22: y[ j]N/4−1
j=N/8 ← E + c+g

23: y[ j]3N/8−1
j=N/4 ← E +b+ f

24: y[ j]N/2−1
j=3N/8← E +B2

25: y[ j]5N/8−1
j=N/2 ← D+B1

26: y[ j]3N/4−1
j=5N/8 ← H + c+ f

27: y[ j]7N/8−1
j=3N/4 ← H +b+g

28: y[ j]N−1
j=7N/8← D+B3

29: end procedure

See Section 6 where we explain the intuition and derivation of Algorithm 5 in more detail. In that section,
we calculate that the operation count of this algorithm is 23

24 N logN + N
24(logN mod 3)+N−1. The leading

constant 23
24 comes directly from our improvement from 24 to 23 operations for computing H8.
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3 Preliminaries

3.1 Notation and Terminology

For a positive integer N, we write [N] := {0,1,2, . . . ,N−1}. For a length-N vector x, and an index j ∈ [N],
we write x j for the jth entry of x.

In this paper we work with the standard arithmetic circuit with fan-in 2 model, where we measure the
complexity of an algorithm by the number of field operations it calls for. In the case of the WHT, since it can
be computed over any field we simply count the number of field additions and field scalar multiplications. As
discussed above, we measure out DFT algorithms by the number of real arithmetic operations they perform.
As is standard, the real operations of multiplying 1, -1, and 0 are free.

The following standard counts for the number of real operations used to compute complex operations will
appear throughout our analyses. For two arbitrary complex numbers a+a′i and b+b′i (for a,a′,b,b′ ∈ R),
the product (a+a′i)(b+b′i) = ab−a′b′+(ab′+a′b)i can be computed using the 6 real operations shown. If
exactly one of a,a′,b,b′ are equal to 1, then the product can be performed using only 4 real operations (since
two of the multiplications are now free). For a real number b, the product b(a+a′i) can be computed with
2 real operations. Adding two arbitrary complex numbers together can also be done with 2 real operations.

In this paper we use the term “transformation” to refer to a linear transformation on an input, “matrix”
to refer to the matrix representation of a transformation which performs the transformation when multiplied
on the left of its input as a column vector, and “algorithm” to refer to a specific procedure for computing a
transformation. We refer directly to classes of matrices without subscript, for example the “H ′ matrices,”
unless we are referring to one of a specific size, in which case we write H ′N to denote the N×N matrix. For
example, we refer to the algorithm that generally computes the H ′ transformation for all sizes as H ′. This
convention will also apply to the WHT, with H referring generally to the WHT and HN referring to the WHT
of a specific size.

For an algorithm M, we write TM(N) to denote the operation count of M on an input of size N.
For a vector x, function f , and values a and b with a < b, we will write x[ f ( j)]bj=a to notate the vector of

length b−a+1 whose entries are the entries of vector x at indices f (a), f (a+1), . . . f (b) in order. We will
commonly use this notation, for a length N column vector x, in the following three ways:

x[2 j]N/2−1
j=0 =


x0
x2
x4
...

xN−2

 , x[4 j+1]N/4−1
j=0 =


x1
x5
x9
...

xN−3

 , x[4 j−1]N/4−1
j=0 =


xN−1

x3
x7
...

xN−5


for the values in x taken at indices which are 0 mod 2, 1 mod 4, and 3 mod 4, respectively, and where
x[−1] = x[N−1] for a zero indexed vector x of length N.

We define the simple family of permutation matrices ΠN ∈ {0,1}N×N to be such that for a length N vector
x,

ΠNx =


x[2 j]N/2−1

j=0

x[4 j+1]N/4−1
j=0

x[4 j−1]N/4−1
j=0

 .
This permutation matrix ΠN will only appear in the analysis of our DFT algorithms; it rearranges the matri-
ces and vectors involved to be cleaner to write and read. The ΠN matrix will only be implemented implicitly
in any actual algorithm by the way the algorithms access the indices of their input, and thus does not add any
computational complexity. (In principle, any permutation matrix can be applied for free in the arithmetic
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circuit model, although in our case, ΠN is a particularly simple permutation, and is the same one used in the
prior SR and MSR algorithms to define a ‘butterfly network’ structure.)

For clarity, we sometimes write block matrices such as:FN/2 [
FN/4

FN/4

]


to indicate an N×N matrix where the entire upper-left quadrant of the matrix is the N/2×N/2 matrix FN/2
and the lower-right quadrant writes the N/4×N/4 matrix FN/4 twice along the diagonal. All other entries
are zero.

3.2 The WHT

The WHT HN on an input x of length N for a power of two N is defined as: if we index entries of length-N
vectors by j,k ∈ {0,1}logN , then the kth output entry is yk = ∑ j(−1)⟨ j,k⟩x j. Another way to define it is in
terms of the Kronecker product ⊗, which is defined as

M⊗N =

m1,1N . . . m1,kN
...

. . .
...

m j,1N . . . m j,kN

 for M =

m1,1 . . . m1,k
...

. . .
...

m j,1 . . . m j,k

 .
Using the Kronecker product, HN is recursively defined as H2 =

[
1 1
1 −1

]
and HN =

[
1 1
1 −1

]
⊗HN/2,

and the goal of the WHT is to compute y = HNx.

3.3 The DFT

The Discrete Fourier Transform of a vector x∈CN is the vector y∈CN given by yk =∑
N−1
j=0 ω

jk
N x j for k∈ [N].

Here, ωN = e−2πi/N is the Nth primitive root of unity (corresponding to the unit vector at an angle of−2π/N
radians on the polar complex plane). A useful property that will be used repeatedly is that ωM

N = ωN/M if M
divides N.

4 Re-deriving Prior FFT Algorithms

We begin by re-deriving the FFT algorithms from prior work which we will build off of. Readers familiar
with the SR and MSR algorithms may wish to skip to the next section.
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4.1 The Split-Radix (SR) Algorithm

We begin with the SR algorithm [Yav68]. Grouping terms in a convenient way (and again using the nota-
tional convenience that x−1 = xN−1), we can write the DFT as

yk =
N/2−1

∑
n2=0

ω
2n2k
N x2n2 +

N/4−1

∑
n4=0

ω
(4n4+1)k
N x4n4+1 +

N/4−1

∑
n4=0

ω
(4n4−1)k
N x4n4−1

=
N/2−1

∑
n2=0

ω
n2k
N/2x2n2 +

N/4−1

∑
n4=0

ω
n4k
N/4ω

k
Nx4n4+1 +

N/4−1

∑
n4=0

ω
n4k
N/4ω

−k
N x4n4−1

=
N/2−1

∑
n2=0

ω
n2k
N/2x2n2 +ω

k
N

N/4−1

∑
n4=0

ω
n4k
N/4x4n4+1 +ω

−k
N

N/4−1

∑
n4=0

ω
n4k
N/4x4n4−1.

To turn this into the split-radix algorithm, a simple algorithm that was the state of the art for approximately
40 years, we compute that for k ∈ [N/4],

yk+N/4 =
N/2−1

∑
n2=0

ω
n2(k+N/4)
N/2 x2n2 +ω

k+N/4
N

N/4−1

∑
n4=0

ω
n4(k+N/4)
N/4 x4n4+1 +ω

−(k+N/4)
N

N/4−1

∑
n4=0

ω
n4(k+N/4)
N/4 x4n4−1

=
N/2−1

∑
n2=0

ω
n2(k+N/4)
N/2 x2n2 +ω

k
Nω4

N/4−1

∑
n4=0

ω
n4k
N/4ω

n4N/4
N/4 x4n4+1 +ω

−k
N ω

−1
4

N/4−1

∑
n4=0

ω
n4k
N/4ω

n4N/4
N/4 x4n4−1

=
N/2−1

∑
n2=0

ω
n2(k+N/4)
N/2 x2n2− iωk

N

N/4−1

∑
n4=0

ω
n4k
N/4x4n4+1 + iω−k

N

N/4−1

∑
n4=0

ω
n4k
N/4x4n4−1,

and we can write similar expressions for yk+N/2 and yk+3N/4. This is typically referred to as the “conjugate
pair” variant of the SR algorithm, and it is the one we use throughout this paper. We now observe that
our three sums contain three FFTs of size N/2, N/4, and N/4 applied to inputs x[2 j]N/2−1

j=0 , x[4 j+1]N/4−1
j=0 ,

and x[4 j− 1]N/4−1
j=0 (where the output of the size N/2 FFT is shared between yk and yk+N/4). This gives us

algorithm 6.

Algorithm 6 Split-Radix FFT
1: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FFT (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FFT (x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FFT (x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: yk← Ak +ωk

NBk +ω
−k
N Ck

7: yk+N/4← Ak+N/4− iωk
NBk + iω−k

N Ck

8: yk+N/2← Ak− (ωk
NBk +ω

−k
N Ck)

9: yk+3N/4← Ak+N/4 + iωk
NBk− iω−k

N Ck
10: end for
11: end procedure

An equivalent definition of the DFT is as matrix multiplication FNx where FN [ j,k] = ω
jk

N . To picture this
SR algorithm in matrix form, define DN ∈CN/4×N/4 to be the diagonal matrix such that DN,N [ j, j] = ω

j
N for

j ∈ {0, . . .N/4−1}. Similarly define D′N ∈ CN/4×N/4 where D′N,N [ j, j] = ω
− j
N for j ∈ {0, . . .N/4−1}.
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This combined with the permutation matrix ΠN lets us cleanly write the split-radix algorithm as:

F(x) = FNΠ
−1
N ΠNx =


IN/4 DN D′N

IN/4 −iDN iD′N
IN/4 −DN −D′N

IN/4 iDN −iD′N


FN/2 [

FN/4
FN/4

]

 x[2 j]N/2−1

j=0

x[4 j+1]N/4−1
j=0

x[4 j−1]N/4−1
j=0

 .
Each iteration of the “for” loop can be computed in 24 entry-wise operations on vectors of length N/4,

resulting in an operation count per call of the FFT function of 24(N/4) = 6N operations, and an overall
operation count of TFFT (N) = TFFT (N/2)+2TFFT (N/4)+6N = 4N logN.

4.2 The Modified Split-Radix (MSR) Algorithm

We now derive the MSR algorithm which improved the leading constant of SR from 4 to 34/9 = 3.777 . . ..
As previously discussed, a number of different prior works presented and analyzed different, equivalent
versions of this algorithm [VB04, LVB07, JF06, Ber07]. We give here a presentation of the algorithm by
Johnson and Frigo [JF06] which will be notationally easiest for us to work with.

The Johnson Frigo version of the MSR algorithm modifies the (conjugate pair) SR algorithm and turns it
into four similar algorithms that call each other recursively. We write out the full algorithm below, but first
discuss at a high level the intuition behind the algorithm and why it improves on the operation count of SR.
The key observation they make is that in one line of the SR algorithm, the two complex numbers

ω
k
N = cos(2πk/N)− isin(2πk/N) and ω

−k
N = cos(2πk/N)+ isin(2πk/N)

have real and complex parts of the same magnitude. Without loss of generality, suppose cos(2πk/N) ̸= 0
(if it does equal zero, the following works on the imaginary part instead). Line 6 of algorithm 6 currently
computes

Ak +(cos(2πk/N)− isin(2πk/N))Bk +(cos(2πk/N)+ isin(2πk/N))Ck
8.

However, instead of this, we can compute

Ak + cos(2πk/N) [(1− i tan(2πk/N))Bk +(1+ i tan(2πk/N))Ck]

and take advantage of the fact that multiplying by a complex number with real or imaginary part 1 can be
done with 4 real operations instead of 6. If we do this for all four lines in the split-radix algorithm, the total
number of real operations doesn’t change (we save 2 operations for each multiplication for a total of 4, but
add 2 operations to multiply cos(2πk/N) by both the sum and difference of the products, cancelling out our
savings). That said, if somehow we can do the “multiply by cos(2πk/N)” operations fewer times, perhaps
by somehow combining multiple scalar multiplications together into one scalar multiplication, we can take
better advantage of the fact that multiplying by a complex number with real or imaginary part 1 costs fewer
operations.

To this end, the MSR algorithm defines k(4) := k mod (N/4) and the scalar

sN,k =


1, if N ≤ 4
sN/4,k(4) cos(2πk(4)/N), if k(4) ≤ N/8

sN/4,k(4) sin(2πk(4)/N), if k(4) > N/8

8Here we just write out line 6 of algorithm 6 by expanding ωk
N
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The reason both sine and cosine are used here is to avoid dividing by zero when one or the other is zero.
These numbers satisfy the useful property sN,k+N/4 = sN,k.

Now we have that
sN/4,k
sN,k

is always 1
cos(2πk(4)/N) or 1

sin(2πk(4)/N) and tk
N =ωk

N

(
sN/4,k
sN,k

)
is always±1±i tan(2πk(4)/N)

or ±cot(2πk(4)/N)± i. These will give us the desired “cheaper” multiplications by a complex number with
real or imaginary part ±1.

Let DFT (x) be the vector representing the DFT on a length N input x. They define four functions,
F,FS,FS2,FS4, which all output the DFT of their input, except that each entry is scaled by a different real
number:

• y← FFT (x), where yk = DFT (x)k

• y← FS(x), where yk = DFT (x)k/sN,k

• y← FS2(x), where yk = DFT (x)k/s2N,k

• y← FS4(x), where yk = DFT (x)k/s4N,k.

And at a high level, each of these is computed as follows:

• FFT (x)

– First make the recursive calls
A← FFT (x[2 j]N/2−1

j=0 )

B← FS(x[4 j+1]N/4−1
j=0 )

C← FS(x[4 j−1]N/4−1
j=0 )

– Entries k of B and C are scaled down by a factor of sN/4,k so instead of multiplying the results
by ωk

N as in split-radix we multiply them by ωk
NsN/4,k before combining them with A.

• FS(x)

– First make the recursive calls
A← FS2(x[2 j]N/2−1

j=0 )

B← FS(x[4 j+1]N/4−1
j=0 )

C← FS(x[4 j−1]N/4−1
j=0 )

– Entries k of B and C are scaled by a factor of 1/sN/4,k and entry k of A is scaled by a factor of
1/sN,k (it is a length N/2 input and on a length N input FS2 scales by a factor of 1/s2N,k, hence
1/s2(N/2),k = 1/sN,k). So instead of multiplying the entries of B and C by ωk

N we multiply them

by tk
N = ωk

N

(
sN/4,k
sN,k

)
before combining them with A so that the entire result is scaled by a factor

of 1/sN,k. Furthermore, since sN,k+N/4 = sN,k, for k ∈ [N/4]
sN/4,k
sN,k

=
sN/4,k

sN,k+N/4
=

sN/4,k
sN,k+N/2

=
sN/4,k

sN,k+3N/4
,

allowing us to reuse computations.
Since tk

N is ±1± i tan(2πk(4)/N) or ±cot(2πk(4)/N)± i, either the real or imaginary part is ±1
and in total we use only 5N operations to combine the results of our recursive calls instead of
the 6N operations in split-radix.

• FS2(x)
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– First make the recursive calls
A← FS4(x[2 j]N/2−1

j=0 )

B← FS(x[4 j+1]N/4−1
j=0 )

C← FS(x[4 j−1]N/4−1
j=0 )

– By similar reasoning we multiply the entries of B and C by tk
N

(
sN,k
s2N,k

)
or tk

N

(
sN,k

s2N,k+N/k

)
where now

we need to a bit more extra work than before because s2N,k ̸= s2N,k+N/4 and there is not as much
symmetry as in the function FS(x). The extra work and savings cancel out to an operation count
of 6N.

• FS4(x)

– First make the recursive calls
A← FS2(x[2 j]N/2−1

j=0 )

B← FS(x[4 j+1]N/4−1
j=0 )

C← FS(x[4 j−1]N/4−1
j=0 )

– By similar reasoning as the above, and since s4N,k,s4N,k+N/4,s4N,k+N/2,s4N,k+3N/4 are all distinct,
the algorithm calls for the most extra work with four additional scalar multiplications and a final
operation count of 7N.

The end result are FFT and FS2 functions which have the same number of operations as SR, a cheaper
FS function that is used as frequently as possible, and a more expensive FS4 function whose additional
operations are offset by the cheap FS.

These procedures are formally computed as follows.

Algorithm 7 Modified Split-Radix FFT
1: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FFT (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: yk← Ak +(ωk

NsN/4,kBk +ω
−k
N sN/4,kCk)

7: yk+N/4← Ak+N/4− i(ωk
NsN/4,kBk−ω

−k
N sN/4,kCk)

8: yk+N/2← Ak− (ωk
NsN/4,kBk +ω

−k
N sN/4,kCk)

9: yk+3N/4← Ak+N/4 + i(ωk
NsN/4,kBk−ω

−k
N sN/4,kCk)

10: end for
11: end procedure
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1: procedure FS(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FS2(x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: yk← Ak +(tk

NBk + t−k
N Ck)

7: yk+N/4← Ak+N/4− i(tk
NBk− t−k

N Ck)

8: yk+N/2← Ak− (tk
NBk + t−k

N Ck)

9: yk+3N/4← Ak+N/4 + i(tk
NBk− t−k

N Ck)
10: end for
11: end procedure

1: procedure FS2(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FS4(x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: yk← Ak +(sN,k/s2N,k)(tk

NBk + t−k
N Ck)

7: yk+N/4← Ak+N/4− i(sN,k/s2N,k+N/4)(tk
NBk− t−k

N Ck)

8: yk+N/2← Ak− (sN,k/s2N,k)(tk
NBk + t−k

N Ck)

9: yk+3N/4← Ak+N/4 + i(sN,k/s2N,k+N/4)(tk
NBk− t−k

N Ck)
10: end for
11: end procedure

1: procedure FS4(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← FS2(x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B← FS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C← FS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: yk← (sN,k/s4N,k)[Ak +(tk

NBk + t−k
N Ck)]

7: yk+N/4← (sN,k/s4N,k+N/4)[Ak+N/4− i(tk
NBk− t−k

N Ck)]

8: yk+N/2← (sN,k/s4N,k+N/2)[Ak− (tk
NBk + t−k

N Ck)]

9: yk+3N/4← (sN,k/s4N,k+3N/4)[Ak+N/4 + i(tk
NBk− t−k

N Ck)]
10: end for
11: end procedure

The operation count of the MSR algorithm is [JF06]:

TFFT (N) =
34
9

N logN− 124
27

N−2logN +
10
27

(−1)logN +8
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5 Reducing the MSR Algorithm to the Walsh-Hadamard Transform

We now give our new modification to MSR to reduce its operation count. The main idea is that, since the four
procedures comprising MSR (Algorithm 7) have very similar structure to SR (Algorithm 1 in Section 2.1),
we can perform the same modifications here to MSR as we did to SR in Section 2.1.

By again using the calculations from Lemma 2.1 and Corollary 2.1 (but with a bit of extra care with
multiplying by our constant factors at the appropriate steps), followed by the same observation that the
results can be seen as depending on B+C and B−C rather than B and C, and then finally pulling out H ′

as before (“uprooting” the Walsh-Hadamard recursion tree), we get four functions computing the different
“twiddle looking” matrices corresponding to the four functions in Algorithm 7: TW,TWS,TWS2,TWS4.
Below, we also explicitly write out the intermediate calculations we do once and use multiple times to save
operations9:

Algorithm 8 Walsh-Hadamard Uprooted FFT (WHUFFT)
1: procedure TW(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← TW (x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B̃← TWS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C̃← TWS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: a+a′i,z+ z′i, b̃+ b̃′i, c̃+ c̃′i← Ak,Ak+N/4, B̃k,C̃k

7: r+ r′i← ωk
NsN/4,k

8: D← r(b̃)+ r′(−c̃′)
9: E← r(b̃′)+ r′(c̃)

10: F ← r′(b̃)+ r(c̃′)
11: G← r′(b̃′)+ r(−c̃)
12: yk← [a+D]+ [a′+E]i
13: yk+N/4← [z+F ]+ [z′+G]i
14: yk+N/2← [a−D]+ [a′−E]i
15: yk+3N/4← [z−F ]+ [z′−G]i
16: end for
17: end procedure

9While we often write complex numbers in the form (a+ b)+ (c+ d)i for real values a,b,c,d, it is important to note that the
real and imaginary parts of complex numbers are stored separately and thus we never combine (a+b) with (c+d).
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1: procedure TWS(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← TWS2(x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B̃← TWS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C̃← TWS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: a+a′i,z+ z′i, b̃+ b̃′i, c̃+ c̃′i← Ak,Ak+N/4, B̃k,C̃k

7: r+ r′i← tk
N

8: D← r(b̃)+ r′(−c̃′)
9: E← r(b̃′)+ r′(c̃)

10: F ← r′(b̃)+ r(c̃′)
11: G← r′(b̃′)+ r(−c̃)
12: yk← [a+D]+ [a′+E]i
13: yk+N/4← [z+F ]+ [z′+G]i
14: yk+N/2← [a−D]+ [a′−E]i
15: yk+3N/4← [z−F ]+ [z′−G]i
16: end for
17: end procedure

1: procedure TWS2(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← TWS4(x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B̃← TWS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C̃← TWS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: a+a′i,z+ z′i, b̃+ b̃′i, c̃+ c̃′i← Ak,Ak+N/4, B̃k,C̃k

7: r+ r′i← tk
N

8: D← r(b̃)+ r′(−c̃′)
9: E← r(b̃′)+ r′(c̃)

10: F ← r′(b̃)+ r(c̃′)
11: G← r′(b̃′)+ r(−c̃)
12: D′← (

sN,k
s2N,k

)(D)

13: E ′← (
sN,k
s2N,k

)(E)

14: F ′← (
sN,k

s2N,k+N/4
)(F)

15: G′← (
sN,k

s2N,k+N/4
)(G)

16: yk← [a+D′]+ [a′+E ′]i
17: yk+N/4← [z+F ′]+ [z′+G′]i
18: yk+N/2← [a−D′]+ [a′−E ′]i
19: yk+3N/4← [z−F ′]+ [z′−G′]i
20: end for
21: end procedure
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1: procedure TWS4(x)→ y0,1,...N−1 ▷ x ∈ CN

2: A← TWS2(x[2 j]N/2−1
j=0 ) ▷ A ∈ CN/2

3: B̃← TWS(x[4 j+1]N/4−1
j=0 ) ▷ B ∈ CN/4

4: C̃← TWS(x[4 j−1]N/4−1
j=0 ) ▷ C ∈ CN/4

5: for k ∈ [0,1, . . .N/4−1] do
6: a+a′i,z+ z′i, b̃+ b̃′i, c̃+ c̃′i← Ak,Ak+N/4, B̃k,C̃k

7: r+ r′i← tk
N

8: D← r(b̃)+ r′(−c̃′)
9: E← r(b̃′)+ r′(c̃)

10: F ← r′(b̃)+ r(c̃′)
11: G← r′(b̃′)+ r(−c̃)
12: yk←

sN,k
s4N,k

[
[a+D]+ [a′+E]i

]
13: yk+N/4←

sN,k
s4N,k+N/4

[
[z+F ]+ [z′+G]i

]
14: yk+N/2←

sN,k
s4N,k+N/2

[
[a−D]+ [a′−E]i

]
15: yk+3N/4←

sN,k
s4N,k+3N/4

[
[z−F ]+ [z′−G]i

]
16: end for
17: end procedure
18: procedure FFT(x)→ y0,1,...N−1 ▷ x ∈ CN

19: y← TW (H ′(x)) ▷ H ′ is computed using Algorithm 12.
20: end procedure

For all four functions, the base cases are the identity function on a length 1 input, and the length-2 DFT
on a length 2 input. (Indeed, since H ′1 and H ′2 are both identity matrices, these are the same as the base cases
of MSR, Algorithm 7 above.)

The function H ′ is computed using Algorithm 12 which we discuss later in Section 7.

Theorem 5.1. The Walsh-Hadamard Uprooted FFT (WHUFFT) algorithm (Algorithm 8) correctly com-
putes the DFT with

TWHUFFT (N) =
15
4

N logN +O(N)

operations when N is a power of 2. These consist of

• 67
18 N logN +O(N) real additions and multiplications,

• 1
36 N logN “divide by two” operations, and

• 2N−2 “multiply by a power of two” operations.

Proof. The correctness follows from the fact that each method of Algorithm 8 computes the same function as
the corresponding method of Algorithm 7 (after H ′ is applied to the inputs). This can be verified directly, but
it follows from the fact that we got to Algorithm 8 by applying the steps given in Section 2.1 to Algorithm 7.
Combining this observation with Lemma 7.1 below proving the correctness of Algorithm 12 for computing
H ′, our Walsh-Hadamard Uprooted FFT algorithm correctly computes the DFT.

We now count the number of real operations used by each of the functions TW,TWS,TWS2,TWS4 in
addition to their recursive calls. In all four functions we use the common idea of computing the values
rb̃− r′c̃′,rb̃′+ r′c̃,r′b̃+ rc̃′,r′b̃′− rc̃ a single time per iteration of our for loop, storing the intermediate
values in D,E,F,G, respectively, and using each more than once.
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• In each iteration of the for loop in TW , b̃, b̃′, c̃, c̃′ are arbitrary real numbers and r,r′ are real numbers
derived from ωk

NsN/4,k, so computing the four real numbers D,E,F,G can be done using 12 operations
(exactly those seen in the four expressions). We then add and subtract these four values as appropriate
from a,a′,z,z′ for a total of 20 real operations. Since we run our for loop for N/4 iterations, this gives
us a total of 5N real operations to compute TW in addition to recursive calls.

• In each iteration of the for loop in TWS, b̃, b̃′, c̃, c̃′ are arbitrary real numbers but one of r,r′ is guar-
anteed to be equal to ±1 by the definition of tk

N in subsection 4.2. Thus, computing D,E,F,G can be
done using only 8 operations since multiplying by ±1 in this setting is free. All other computations
are the same as in TW , for a total of 16 real operations per iteration of the for loop and 4N real
operations total to compute TWS in addition to recursive calls.

• In each iteration of the for loop in TWS2, just as with TWS, computing D,E,F,G can be done using
only 8 operations.

Before combining these values with a,a′,z,z′ we first multiply:

– D and E by sN,k
s2N,k

– F and G by sN,k
s2N,k+N/4

for a total of 4 real operations more than in TWS. All other computations are the same as in TWS,
for a total of 20 real operations per iteration of the for loop and 5N real operations total to compute
TWS2 in addition to recursive calls.

• In each iteration of the for loop in TWS4, the computations are exactly the same as in TWS except for
each of lines 12 through 15 we multiply our entire result by one of four distinct real numbers before
outputting the final value. Multiplying a real number by a complex number can be done with 2 real
operations, so we perform 8 more real operations than in TWS, for a total of 24 real operations per
iteration of our for loop. This gives us a total of 6N real operations to compute TWS4 in addition to
recursive calls.

Overall, the recurrence for the operation counts of these methods is thus:

TTW (N) = 5N +TTW (N/2)+2TTWS(N/4)

TTWS(N) = 4N +TTWS2(N/2)+2TTWS(N/4)

TTWS2(N) = 5N +TTWS4(N/2)+2TTWS(N/4)

TTWS4(N) = 6N +TTWS2(N/2)+2TTWS(N/4).

In Lemma A.1 below we show that this solves to TTW (N) = 28
9 N logN +O(N). (See also Lemma A.2

where we compute the low-order terms of the operation count.)
Thus, our overall operation count is TWHUFFT (N) = TH ′(N)+TTW (N) = 23

36 N logN+ 28
9 N logN+O(N) =

15
4 N logN+O(N) where the lower order terms are given in Corollary A.1 in the Appendix. All operations for

computing TW (x) are real additions or real multiplications, and the breaking down of the TWHUFFT (N) =
15
4 N logN +O(N) operations into real additions and multiplications, “divide by two” operations, and “mul-

tiply by a power of two” operations follows naturally from combining the corresponding counts from each
part.

In order to compute the H ′ transform we will heavily rely on expressing the H ′ matrix as its constituent
WHT submatrices, so we first discuss our improved algorithms for computing the WHT transform using the
non-rigidity of the WHT matrix.
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6 A Faster Algorithm for the Walsh-Hadamard Transform

The algorithm we present in this section for the WHT works over any field F, not just C. We thus count the
number of arithmetic operations over F.

6.1 Algorithm based on H4 decomposition

Before getting to our final algorithm, which is based on a non-rigidity decomposition of H8, we start with a
warm-up example which makes use of a similar decomposition of H4 [Alm21]:

H4 =


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

=


1 1 1 1
1 −1 −1 −1
1 −1 −1 −1
1 −1 −1 −1


︸ ︷︷ ︸

low rank

+


0 0 0 0
0 0 2 0
0 2 0 0
0 0 0 2


︸ ︷︷ ︸

sparse

This algorithm will not yet achieve an improved operation count, but it will showcase many of the final
ideas. We believe it may have practical implications since so many of its arithmetic operations are actually
“divide by 2” operations.

Algorithm 9 Fast WHT from Non-Rigidity of H4 (Final)
1: procedure H(x,k)→ y ▷ For k ∈ N, H(x,k) computes 2k ·HN(x).
2: if N ≤ 2 then Scale the inputs by 2k, use the folklore N · logN operation WHT, and end procedure
3: end if
4: A← H(x[ j]N/4−1

j=0 ,k)

5: B← H(x[ j]N/2−1
j=N/4,k+1)

6: C← H(x[ j]3N/4−1
j=N/2 ,k+1)

7: D← H(x[ j]N−1
j=3N/4,k+1)

8: E← (B+C+D)/2 ▷ Addition and division are done entry-wise
9: F ← A−E

10: y[ j]N/4−1
j=0 ← A+E

11: y[ j]N/2−1
j=N/4 ← F +C

12: y[ j]3N/4−1
j=N/2 ← F +B

13: y[ j]N−1
j=3N/4← F +D

14: end procedure

Theorem 6.1. Algorithm 9 computes the WHT over any field F using

• 7/8N logN field additions

• 1/8N logN field “divide by two” operations

• N−1 field “multiply by a power of two” operations

when N is a power of 2
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Proof. We first prove the correctness of the following intermediate algorithm, and then demonstrate how to
get our final Algorithm 9 from it 10:

Algorithm 10 Fast WHT from Non-Rigidity of H4 (Intermediate)
1: procedure H(x)→ y
2: if N ≤ 2 then Do not scale the inputs, use the folklore N · logN operation WHT, and end procedure
3: end if
4: A← H(x[ j]N/4−1

j=0 )

5: B← 2H(x[ j]N/2−1
j=N/4)

6: C← 2H(x[ j]3N/4−1
j=N/2 )

7: D← 2H(x[ j]N−1
j=3N/4)

8: E← (B+C+D)/2 ▷ Addition done entry wise, division done over all entries
9: F ← A−E

10: y[ j]N/4−1
j=0 ← A+E

11: y[ j]N/2−1
j=N/4 ← F +C

12: y[ j]3N/4−1
j=N/2 ← F +B

13: y[ j]N−1
j=3N/4← F +D

14: end procedure

First we can see that in the N = 1 and N = 2 base cases, Algorithm 10 properly computes the WHT. We
now proceed by induction: supposing H (from Algorithm 10) computes the WHT for input lengths N/4 and
N/2, we will show that it properly computes the WHT for input length N.

By the recursive definition of the Hadmard transform,

HN =


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⊗HN/4.

When we simplify the computations in Algorithm 10, we get

y[ j]N/4−1
j=0 ← A+E

= H(x[ j]N/4−1
j=0 )+

2H(x[ j]N/2−1
j=N/4)+2H(x[ j]3N/4−1

j=N/2 )+2H(x[ j]N−1
j=3N/4)

2
= H(x[ j]N/4−1

j=0 )+H(x[ j]N/2−1
j=N/4)+H(x[ j]3N/4−1

j=N/2 )+H(x[ j]N−1
j=3N/4)

y[ j]N/4−1
j=0 ← F +C

= H(x[ j]N/4−1
j=0 )−

2H(x[ j]N/2−1
j=N/4)+2H(x[ j]3N/4−1

j=N/2 )+2H(x[ j]N−1
j=3N/4)

2
+2H(x[ j]3N/4−1

j=N/2 )

= H(x[ j]N/4−1
j=0 )−H(x[ j]N/2−1

j=N/4)+H(x[ j]3N/4−1
j=N/2 )−H(x[ j]N−1

j=3N/4)

10Note that the only differences between the intermediate and final are in the base case and recursive calls for B,C, and D; they
are highlighted in blue.
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y[ j]N/4−1
j=0 ← F +B

= H(x[ j]N/4−1
j=0 )−

2H(x[ j]N/2−1
j=N/4)+2H(x[ j]3N/4−1

j=N/2 )+2H(x[ j]N−1
j=3N/4)

2
+2H(x[ j]N/2−1

j=N/4)

= H(x[ j]N/4−1
j=0 )+H(x[ j]N/2−1

j=N/4)−H(x[ j]3N/4−1
j=N/2 )−H(x[ j]N−1

j=3N/4)

y[ j]N/4−1
j=0 ← F +D

= H(x[ j]N/4−1
j=0 )−

2H(x[ j]N/2−1
j=N/4)+2H(x[ j]3N/4−1

j=N/2 )+2H(x[ j]N−1
j=3N/4)

2
+2H(x[ j]N−1

j=3N/4)

= H(x[ j]N/4−1
j=0 )−H(x[ j]N/2−1

j=N/4)−H(x[ j]3N/4−1
j=N/2 )+H(x[ j]N−1

j=3N/4)

Which exactly matches the definition. This concludes the proof of correctness of Algorithm 10.
We next remark that Algorithm 9 and Algorithm 10 compute the same function (when we pick k = 0 in

Algorithm 9), and so Algorithm 9 is also correct. Indeed, this follows from the fact that 2H(x) = H(2x) by
the linearity of the WHT, and so picking ‘k+ 1’ in lines 5 - 7 in Algorithm 9 is equivalent to multiplying
those liens by 2.

It remains to count the operations used by Algorithm 9.
The main body of the function (lines 8 - 13) performs 8 arithmetic operations on vectors of length N/4;

7 of these are field additions or subtractions, and 1 is a multiplication by 1/2. Thus, these lines overall use
7(N/4) field additions and subtractions, and N/4 scalar multiplications by 1/2.

The operation count of the base case depends on the value of logN mod 2, since our recursion reduces the
input by a factor of 4 with base cases for N = 1,2. Ignoring, for a moment, the multiplications by 2k in the
base cases:

• In the logN ≡ 0 mod 2 case, our base case is a size 1 WHT transform, which is completely free.

• In the logN ≡ 1 mod 2 case, when we reach the base case level of recursion we compute a total of N/2
copies of the 2×2 WHT which can be each done with 2 field operations each. In this case computing
our base case costs N field operations.

Lastly, we add on N−1 operations of “multiply by a power of 2” operations to perform all the multipli-
cations by 2k in the base cases, since every input ends up being scaled by a power of 2 other than x0 (which
is scaled by 20 = 1).

Overall, this solves to

TH(N) = 8(N/4)
(

logN− (logN mod 2)
2

)
+(logN mod 2)N +N−1

= N logN +N [−(logN mod 2)+(logN mod 2)]+N−1

= N logN +N−1,

where 7/8N logN of the operations are field additions, N/8logN are “divide by two” operations, and N−1
are scalar multiplications by powers of 2.

Although Algorithm 9 still has a total operation count of > N logN field operations, many of its field
operations are simple “divide by two” or “multiply by a power of 2” operations which can be implemented
with fast ‘bit shifts’ rather than arbitrary field operations in many computer architectures. In other words,
despite having a higher operation count, we believe it may be faster than both the folklore Fast Walsh-
Hadamard Transform and our Algorithm 5 in certain practical settings.
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6.2 Algorithm based on H8 decomposition

We now use similar ideas to analyze Algorithm 5 (from Section 2.2 above). Combining them with properties
that emerge for the size-8 WHT, we get an algorithm that has a smaller operation count than the folklore
WHT algorithm:

Theorem 6.2. For N a power of 2, Algorithm 5 computes the WHT over any field F using

• 22N logN
24 + N

24(logN mod 3) field additions,

• 1
24 N logN field “divide by two” operations, and

• N−1 “multiply by a power of two” operations.

when N is a power of 2

Proof. We begin by proving the correctness of Algorithm 5 by induction. We can verify the base cases
N = 1,N = 2,N = 4 directly.

For N ≥ 8, by the recursive definition of the Hadmard transform,

HN =



1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1


⊗HN/8.

Simplifying the lines of Algorithm 5, we see that it computes the vector y ∈ FN given by

y[ j]N/8−1
j=0 ← a+ tot = a+ 1

2(b+ c+d + e+ f +g+h),

y[ j]N/4−1
j=N/8 ← E + c+g = a− tot + e+ c+g = a− 1

2(b− c+d− e+ f −g+h),

y[ j]3N/8−1
j=N/4 ← E +b+ f = a− tot + e+b+ f = a− 1

2(−b+ c+d− e− f +g+h),

y[ j]N/2−1
j=3N/8← E +B2 = a− tot + e+d +h = a− 1

2(b+ c−d− e+ f +g−h),

y[ j]5N/8−1
j=N/2 ← D+B1 = a− tot +d +b+ c = a− 1

2(−b− c−d + e+ f +g+h),

y[ j]3N/4−1
j=5N/8 ← H + c+ f = a− tot +h+ c+ f = a− 1

2(b− c+d + e− f +g−h),

y[ j]7N/8−1
j=3N/4 ← H +b+g = a− tot +h+b+g = a− 1

2(−b+ c+d + e+ f −g−h),

y[ j]N−1
j=7N/8← D+B3 = a− tot +d + f +g = a− 1

2(b+ c−d + e− f −g+h).

Substituting the proper definitions of b,c,d,e, f ,g,h (as WHTs of vectors of length N/8) shows that it
computes the desired result.

We now determine the operation count of Algorithm 5.
The main body of the function (lines 12 - 28 of Algorithm 5) is computed with 23(N/8) field operations,

consisting of 22(N/8) field additions and N/8 scalar multiplications by 1/2. The operation count of the
base case depends on logN mod 3, since our recursion reduces the input by a factor of 8 with three base
cases for N = 1,2,4. Again ignoring the multiplications by 2k for a moment:
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• In the logN ≡ 0 mod 3 case, our base case is a size 1 WHT transform, which is completely free.

• In the logN ≡ 1 mod 3 case, when we reach the base case level of recursion we compute a total of N/2
copies of the 2×2 WHT which can be each done with 2 field operations each. In this case computing
our base case costs N field operations.

• In the logN ≡ 2 mod 3 case we compute a total of N/4 copies of the 4×4 WHT, which (using the stan-
dard Fast Walsh-Hadamard Transform) is done with 8 field operations (additions and subtractions),
so overall computing our base case costs 2N field operations.

Lastly, as before, there are N− 1 operations of “multiply by a power of 2” to multiply each input by a
power 2k other than x0.

Overall, this gives us

TH(N) = 23(N/8)
(

logN− (logN mod 3)
3

)
+(logN mod 3)N +N−1

=
23N logN

24
+N

[
−23

24
(logN mod 3)+(logN mod 3)

]
+N−1

=
23N logN

24
+

N
24

(logN mod 3)+N−1

for the number of field operations used by algorithm 5 to compute the WHT on an N×N sized input. All
of the operations performed in the base cases are field additions and subtractions, so the operations are split
into 22N logN

24 + N
24(logN mod 3) field additions and subtractions, N logN

24 scalar multiplications by 1/2, and
N−1 “multiply by a power of 2” operations. In the ‘worst case’ when logN ≡ 2 mod 3, this is 22N logN

24 + N
12

field additions, N logN
24 scalar multiplications by 1/2, and N−1 “multiply by a power of 2” operations.

7 Complexity of H ′

Since H ′ is used as a subroutine of Algorithm 8 for computing the DFT, in this section we switch back to
counting real operations on complex inputs instead of counting general field operations as in the previous
section.

H ′N is defined only when N is a power of 2 by the base cases H ′1 =
[
1
]

and H ′2 =
[

1
1

]
and by induction

has the recursive structure

H ′N =


H ′N/2 [

H ′N/4 H ′N/4
H ′N/4 −H ′N/4

]
 .

This recursive definition looks similar to that of the WHT. Looking at an example such as H ′32 quickly
suggests that H ′ is (a permutation of) a direct sum of WHT matrices:
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Figure 2: H ′32

Indeed, by induction on N, one can see that the transformation H ′N on x is equivalent to performing many
smaller WHTs on the different subvectors of a partition of x. See Appendix B below for more details. Our
algorithm for quickly performing the transformation H ′N then uses this obervation, and separately applies
our algorithm for the WHT from the previous section to each subvector of x.

We first tackle the issue of partitioning the input properly. The following function, Algorithm 11, com-
putes an array of arrays that corresponds to the proper partition of an input of size N. Since it depends only
on N, it is part of the definition of our arithmetic circuit rather than a function we compute once we are
given x. Equivalently, we imagine precomputing it before we are given x as input (at the same time as we
precompute twiddle factors and other constants in our arithmetic circuit).
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Algorithm 11 Walsh-Hadamard Partition of H ′

1: procedure PARTITION(N)→ Ans ▷ N ∈ N
2: if N = 1 then Ans← [[0]] and end procedure
3: end if
4: if N = 2 then Ans← [[0], [1]] and end procedure
5: end if
6: Ans← [] ▷ Ans is initialized as an empty array.
7: P1← Partition(N/2)
8: P2← Partition(N/4)
9: for subset ∈ P1 do

10: Ans.append(subset)
11: end for
12: for subset ∈ P2 do
13: Instantiate temporary empty array Temp
14: for index ∈ subset do
15: Temp.append(index+N/2)
16: Temp.append(index+3N/4)
17: end for
18: Ans.append(Temp)
19: end for
20: end procedure

And now we can write our algorithm for computing H ′ in terms of an algorithm H that computes the
WHT (assuming arrays are zero indexed).

Algorithm 12 H ′

1: procedure H ′(x)→ y0,1,...N−1 ▷ x ∈ CN

2: Partition← Partition(|x|) ▷ Call algorithm 11
3: for subset ∈ Partition do
4: y[subset[ j]]|subset|−1

j=0 ← H(x[subset[ j]]|subset|−1
j=0 )

5: end for
6: end procedure

Lemma 7.1. Algorithm 11 outputs a partition of the indices of x where computing the transformation H ′N
on x is equivalent to computing the WHT of each subset in the partition. Using this, Algorithm 12 correctly
computes H ′Nx.

Proof. This algorithm constructs the partition in exactly the same way as we do in our proof of Theorem
B.1 in the Appendix B. By the definition of this partition, algorithm 12 correctly outputs H ′Nx.

It remains to analyze Algorithm 12. Before we get into the proof, we define notation that will help
formalize the relationship between the Walsh-Hadamard matrix and the H ′ matrices. For positive integers
N1,N2 which are powers of 2, denote by F(N1,N2) the number of copies of HN2 in H ′N1

(i.e., the number of
subsets subset ∈ Partition(N1) where |subset|= N2). We have F(1,1) = 1 and F(2,1) = 2 as our base cases,
F(N1,N2) = 0 for N2 < 1 and for N2 > N1

11, and the recurrence F(N1,N2) = F(N1/2,N2)+F(N1/4,N2/2),
which follows from the recursive definition of H ′, and which we prove in Appendix B.

11The N2 < 1 and N2 > N1 degenerate cases will come into play in a later proof.
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Before calculating the operation count of Algorithm 12, we begin with three useful lemmas about F(N1,N2).

Lemma 7.2.
logN

∑
j=0

F(N,2 j)2 j = N

Proof. Since F(N,2 j) is the number of size 2 j subsets in our partition of a length N input, ∑
logN
j=0 F(N,2 j)2 j

is just the total size of all subsets in our partition which by definition is N.

Lemma 7.3.
logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3)< N/12+o(N0.8)

In light of Lemma 7.2, this Lemma 7.3 is not too surprising. The proof requires carefully bounding how
much ‘error’ can accrue from the ( j mod 3) term, which we do by diagonalizing the matrix for the recursion
defining this sum. Since the mathematical details are not particularly enlightening, we defer the full proof
to Appendix C.

Lemma 7.4.
logN

∑
j=0

F(N,2 j)2 j j =
1
3

N logN +
2
9
(−1)logN− 2

9
N

Proof. Let f (N) = ∑
logN
j=0 F(N,2 j)2 j j. Then,

f (N) =
logN

∑
j=0

F(N,2 j)2 j j

=
logN

∑
j=0

[
F(N/2,2 j)+F(N/4,2 j−1)

]
2 j j

=
logN

∑
j=0

F(N/2,2 j)2 j j+
logN

∑
j=0

F(N/4,2 j−1)2 j j

=
logN

∑
j=0

F(N/2,2 j)2 j j+2
logN

∑
j=0

F(N/4,2 j)2 j( j+1)

=
logN

∑
j=0

F(N/2,2 j)2 j j+2

[
logN

∑
j=0

F(N/4,2 j)2 j j+
logN

∑
j=0

F(N/4,2 j)2 j

]

=
logN

∑
j=0

F(N/2,2 j)2 j j+2
logN

∑
j=0

F(N/4,2 j)2 j j+N/2

=
logN−1

∑
j=0

F(N/2,2 j)2 j j+2
logN−2

∑
j=0

F(N/4,2 j)2 j j+N/2,

f (N) = f (N/2)+2 f (N/4)+N/2.

With the base cases f (1) = 0 and f (2) = 0, this recursion solves to
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f (N) =
logN

∑
j=0

F(N,2 j)2 j j =
1
3

N logN +
2
9
(−1)logN− 2

9
N <

1
3

N logN.

We are now ready to calculate the operation count:

Theorem 7.1. If Algorithm 5 is used to compute H on line 4 of Algorithm 12, then Algorithm 12 computes
H ′Nx in at most 23

36 N logN + 25
12 N +o(N0.8) real operations, consisting of

• 22
36 N logN + N

12 +o(N0.8) real additions

• 1
36 N logN “divide by two” operations

• 2N−2 “multiply by a power of two” operations

Proof. We now compute the absolute number of real operations involved in computing the transformation
H ′. This relationship between H ′ and the WHT leads us to the following conclusion about the operation
count of the H ′:

TH ′(N) =
logN

∑
j=0

F(N,2 j)TH(2 j),

where TH(N) is the real operation count of the WHT on a complex valued input of length N.
First, see Theorem 6.2 for a result that TH(N) = 46N logN

24 + N
12(logN mod 3)+2N−2 real operations over

the field of complex numbers (a complex addition or scalar multiplication is done with two real operations).
We use our Lemmas about F(N1,N2) to compute:

TH ′(N) =
logN

∑
j=0

F(N,2 j)TH(2 j)

=
logN

∑
j=0

F(N,2 j)

[
46(2 j)( j)

24
+

2 j

12
( j mod 3)+2(2 j)−2

]

=
logN

∑
j=0

F(N,2 j)
46(2 j)( j)

24
+

logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3)+

logN

∑
j=0

F(N,2 j)[2(2 j)−2]

=
46
24

[
logN

∑
j=0

F(N,2 j)2 j j

]
+

logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3)+2N−2

(
logN

∑
j=0

F(N,2 j)

)

Applying Lemma 7.4,

=
46
24

[
logN

∑
j=0

F(N,2 j)2 j j

]
+

logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3)+2N−2

(
logN

∑
j=0

F(N,2 j)

)

<
23
36

N logN +
logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3)+2N−2

(
logN

∑
j=0

F(N,2 j)

)

To compute the latter part of our operation count, we use Lemma 7.3, along with the simple observation
that

2N−2

(
logN

∑
j=0

F(N,2 j)

)
< 2N
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to conlcude
TH ′(N)<

23
36

N logN +
25
12

N +o(N0.8).

8 Asymptotic Complexity of FFT in Relation to Walsh-Hadamard-Transform

By separating out H ′ in our FFT algorithm and identifying the relationship between H ′ and the WHT as
in the previous section, we can directly relate the complexity of computing the DFT to the complexity of
computing the WHT, from which Lemma 1.1 follows.

We conclude with a special case of Lemma 1.1, to determine what would happen for the DFT if one were
to give an o(N logN) operation count algorithm for the WHT.

Theorem 8.1. If TH(N) = o(N logN), then TH ′(N) = o(N logN)

Proof. Recall the definition

TH ′(N) =
logN

∑
j=0

F(N,2 j)TH(2 j).

Since we assume TH(N) = o(N logN), let TH(N) = N f (N) where f (N) = o(logN). Substituting gives

TH ′(N) =
logN

∑
j=0

F(N,2 j)TH(2 j)

=
logN

∑
j=0

F(N,2 j)2 j f (2 j)

<
logN

∑
j=0

F(N,2 j)2 j f (N)

= f (N)
logN

∑
j=0

F(N,2 j)2 j

= N f (N)

= o(N logN).

Combining this with our results from before, this means that if TH(N) = o(N logN), then Algorithm 8
becomes an FFT algorithm with TFFT (N) = 28

9 N logN +o(N logN).
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A Exact Operation Count of Walsh-Hadamard Uprooted FFT

We now compute the operation count of Algorithm 8. We begin with the subroutine TW .

Lemma A.1. The system of recurrences

TTW (N) = 5N +TTW (N/2)+2TTWS(N/4)

TTWS(N) = 4N +TTWS2(N/2)+2TTWS(N/4)

TTWS2(N) = 5N +TTWS4(N/2)+2TTWS(N/4)

TTWS4(N) = 6N +TTWS2(N/2)+2TTWS(N/4)

solves to
TTW (N) =

28
9

N logN +O(N).

Proof. We first calculate

TTWS2(N) = 5N +(3N +TTWS2(N/4)+2TTWS(N/8))+2TTWS(N/4)

= 8N +TTWS2(N/4)+2TTWS(N/8)+2TTWS(N/4)

=
32
3

N +2
logN−2

∑
k=0

TTWS(2k),

TTWS(N) = 4N +

[
32
3

N
2
+2

logN−3

∑
k=0

TTWS(2k)

]
+2TTWS(N/4)

=
28
3

N +2
logN−2

∑
k=0

TTWS(2k).

We claim first that there is a constant c≥ 56
9 such that TTWS(N)≤ 28

9 N logN + cN and prove it by strong
induction. The base case follows by picking a sufficiently large c. For the inductive step, we have

TTWS(N) =
28
3

N +2
logN−2

∑
k=0

TTWS(2k)

≤ 28
3

N +2
logN−2

∑
k=0

28
9
(k)(2k)+2c

logN−2

∑
k=0

2k

Here we make use of the following two facts (that can be easily verified, for example, using computer
algebra software):

logN−2

∑
k=0

k2k = 1
2(N logN−3N +4),

logN−2

∑
k=0

2k =
N
2
−1.

Using these, we see
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TTWS(N)≤ 28
3

N +
28
9
(N logN−3N +4)+ cN−2c

=
28
9

N logN + cN−2c+
112
9

≤ 28
9

N logN + cN,

where the last step follows if we pick c≥ 56
9 . This concludes the proof that TTWS(N)≤ 28

9 N logN +O(N).
Solving now for TTW (N):

TTW (N) = 5N +TTW (N/2)+2TTWS(N/4)

= 5N +TTW (N/2)+2
[

28
9

N
4

log
N
4
+O(N)

]
=

14
9

N logN +TTW (N/2)+O(N)

=
28
9

N logN +O(N).

Where the full exact form, TTW (N) = 28
9 N logN− 112

27 N−2logN− 2
27(−1)logN +8, is proven in Appendix

A.

In fact, we can compute the count more precisely:

Lemma A.2. TTW (N) = 28
9 N logN− 112

27 N−2logN− 2
27(−1)logN +8

Proof. As we recall from the proof of Theorem 5.1, at each step of applying our ideas to manipulate the
modified split-radix algorithm we only used numerical properties of the complex numbers and matrix mul-
tiplication to rearrange computations. In particular, if we use the folklore Fast Walsh-Hadamard Transform
to compute H ′, then Algorithm 8 would have the same opeartion count as MSR. Indeed, our speedup comes
from replacing the folklore Fast Walsh-Hadamard Transform with Algorithm 5. This gives us the relation-
ship

TTW (N) = TF(N)−TH ′f olklore
(N),

where TF(N) is the operation count of the MSR algorithm (Algorithm 7). We also define H f olklore to be the
folklore Fast Walsh-Hadamard Transform that uses 2N logN real operations on a length N complex input,
and H ′f olklore to be Algorithm 12 if H f olklore were used to compute the WHTs instead of Algorithm 5.

Using Lemma 7.4 and the fact that TH f olklore = 2N logN,

TH ′naive
(N) =

logN

∑
j=0

F(N,2 j)THnaive(2
j)

=
logN

∑
j=0

2(2 j)i

=
2
3
,N lgN +

4
9
(−1)logN− 4

9
N
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which gives us

TTW (N) = TF(N)−TH ′naive
(N)

=
34
9

N logN− 124
27

N−2logN +
10
27

(−1)logN +8−
(

2
3

N logN +
4
9
(−1)logN− 4

9
N
)

=
28
9

N logN− 112
27

N−2logN− 2
27

(−1)logN +8.

Corollary A.1.

THUFFT (N)≤ 15
4

N logN− 223
108

N +o(N0.8)

Proof. We simply add the results from Lemma A.2 and Theorem 7.1 to get:

THUFFT (N) = TH ′(N)+TTW (N)

≤ 23
36

N logN +
25
12

N +o(N0.8)+
28
9

N logN− 112
27

N−2logN− 2
27

(−1)logN +8

=
15
4

N logN− 223
108

N +o(N0.8)−2logN− 2
27

(−1)logN +8

=
15
4

N logN− 223
108

N +o(N0.8).

B Properties of H ′

Theorem B.1. For an input x, the transformation y = H ′Nx is equivalent to partitioning x in a particular
way and applying the WHT to each partition.

Proof. We proceed by induction. For our base cases, we have H ′1 =
[
1
]

and H ′2 =
[

1
1

]
. H ′1 is simply the

same as the 1×1 WHT matrix H1, while H ′2 is just two copies of the 1×1 WHT matrix along the diagonal,
and thus the trivial way to compute H ′2 partitions a length 2 vector into two length 1 vectors and performs a
size 1 WHT on each.

Now suppose this statement is true for both H ′N/2 and H ′N/4. Recall that H ′N has the structure

H ′N =


H ′N/2 [

H ′N/4 H ′N/4
H ′N/4 −H ′N/4

]
 .

From the recursive structure of H ′N since the upper left quadrant is an exact copy of H ′N/2 and the upper

right quadrant is all zero, to compute y[ j]N/2−1
j=0 (the first half of the output y = H ′Nx) we can just compute

H ′N/2x[ j]N/2−1
j=0 . Thus, by induction to partition x for H ′N we first partition x[ j]N/2−1

j=0 as if for H ′N/2.
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For the latter half of the output, again by the recursive structure of H ′N we have

y[ j]3N/4−1
j=N/2 = H ′N/4x[ j]3N/4−1

j=N/2 +H ′N/4x[ j]N−1
j=3N/4

y[ j]N−1
j=3N/4 = H ′N/4x[ j]3N/4−1

j=N/2 −H ′N/4x[ j]N−1
j=3N/4

Since by induction we already assumed there is a way to partition each of x[ j]3N/4−1
j=N/2 and x[ j]N−1

j=3N/4 to

compute H ′N/4x[ j]3N/4−1
j=N/2 and H ′N/4x[ j]N−1

j=3N/4 as WHTs on subsets of the inputs, let s ⊆ x[ j]3N/4−1
j=N/2 be any

subset in this partition, and pick s′ ⊆ x[ j]N−1
j=3N/4 to be the corresponding, identical subset of x[ j]N−1

j=3N/4 so
that x j ∈ s if and only if x j+N/4 ∈ s′.

In computing y[ j]3N/4−1
j=N/2 and y[ j]N−1

j=3N/4 we compute H|s|s+H|s|s′ and H|s|s−H|s|s′ 12 (WHTs on subsets
of the input) which by the recursive structure of the WHT is equivalent to computing H2|s|(s ◦ s′), where

s◦s′ denotes the concatenation of s and s′. Thus, to compute y[ j]3N/4−1
j=N/2 and y[ j]N−1

j=3N/4, which together make

y[ j]N−1
j=N/2, we can partition x[ j]N−1

j=N/2 by taking every subset s⊆ x[ j]3N/4−1
j=N/2 and corresponding s′⊆ x[ j]N−1

j=3N/4,
combine them into one subset s∪ s′, and perform the WHT H2|s| on it. Since s and s′ came from partitions

of x[ j]3N/4−1
j=N/2 and x[ j]N−1

j=3N/4, the result is a partition of x[ j]N−1
j=N/2.

Now that we have partitions of both x[ j]N/2−1
j=0 and x[ j]N−1

j=N/2 which when acted on by WHTs on each

subset compute y[ j]N/2−1
j=0 and y[ j]N−1

j=N/2, together they give a partition of x which when acted on by WHTs
on each subset computes y.

Corollary B.1. Furthermore, if the number of partitions of size N2 for a length N1 input is F(N1,N2) then
we have the recurrence F(N1,N2) = F(N1/2,N2)+F(N1/4,N2/2).

Proof. For the base cases, we can see F(1,1) = 1, F(2,1) = 2, F(4,1) = 2 and F(4,2) = 1.
For any N1 and N2, we now compute F(N1,N2). By the way our partition of an input of length N1 is

constructed, we exactly copy all of the size N2 partitions of a length N1/2 input, giving F(N1/2,N2) copies.
Meanwhile, we exactly copy and double the size of all partitions of a length N1/4 input, so all size N2/2
partitions of a length N1/4 input, of which there are F(N1/4,N2/2), turn into size N2/2 partitions of a length
N1 input. Thus, F(N1,N2) = F(N1/2,N2)+F(N1/4,N2/2).

C Proof of Lemma 7.3

Proof. Define

av(N) =
logN

∑
j=0

F(N,2 j)2 j(1 if j ≡ v mod 3, 0 otherwise)

Thus,
logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3) =

0a0 +1a1 +2a2

12
,

12Here we use the fact that |s|= |s′|.
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and we have the recurrence

a0(N) =
logN

∑
j=0

F(N,2 j)2 j(1 if j ≡ 0 mod 3, 0 otherwise)

=
logN

∑
j=0

[
F(N/2,2 j)+F(N/4,2 j−1)

]
2 j(1 if j ≡ 0 mod 3, 0 otherwise)

=
logN

∑
j=0

F(N/2,2 j)2 j(1 if j ≡ 0 mod 3, 0 otherwise)

+
logN

∑
j=0

F(N/4,2 j−1)2 j(1 if j ≡ 0 mod 3, 0 otherwise)

= a0(N/2)+2a2(N/4),

and likewise,

a1(N) = a1(N/2)+2a0(N/4),

a2(N) = a2(N/2)+2a1(N/4).

To solve this recurrence, we observe that

a0(N)
a1(N)
a2(N)

a0(N/2)
a1(N/2)
a2(N/2)

=



1 0 0 0 0 2
0 1 0 2 0 0
0 0 1 0 2 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0





a0(N/2)
a1(N/2)
a2(N/2)
a0(N/4)
a1(N/4)
a2(N/4)


Call this 6×6 matrix M. It follows that for any N which is a power of 2,

a0(N)
a1(N)
a2(N)

a0(N/2)
a1(N/2)
a2(N/2)

= MlogN−1



a0(2)
a1(2)
a2(2)
a0(1)
a1(1)
a2(1)

= MlogN−1



2
0
0
1
0
0


Furthermore, M can be diagonalized into M = SJS−1 for a diagonal matrix J, giving us

a0(N)
a1(N)
a2(N)

a0(N/2)
a1(N/2)
a2(N/2)

= SJlogN−1S−1



2
0
0
1
0
0

 .

We now describe the matrices J and S. Define the complex numbers a=
√
−3+4i

√
3 and b=

√
−3−4i

√
3.

39



The diagonal matrix J is

J[0,0] =−1,

J[1,1] = 2,

J[2,2] =
1
2
(1−a)≈−0.2541−1.148i,

J[3,3] =
1
2
(1−b)≈−0.2541+1.148i,

J[4,4] =
1
2
(1+b)≈ 1.2541−1.148i,

J[5,5] =
1
2
(1+a)≈ 1.2541+1.148i.

The four complex entries all have magnitude smaller than
√

3, so

JlogN−1[0,0] =±1,

JlogN−1[1,1] = N/2,∣∣JlogN−1[2,2]
∣∣<√3

logN−1
= O(Nlog2(3)/2) = o(N0.8),∣∣JlogN−1[3,3]

∣∣<√3
logN−1

= O(Nlog2(3)/2) = o(N0.8),∣∣JlogN−1[4,4]
∣∣<√3

logN−1
= O(Nlog2(3)/2) = o(N0.8),∣∣JlogN−1[5,5]

∣∣<√3
logN−1

= O(Nlog2(3)/2) = o(N0.8).

We next give the matrix S. Since it is quite large, we first write the first four columns:

−1 −2 1
2(−1+a+ 1

4(1−a)2− 1
8(1−a)3) 1

2(−1+b+ 1
4(1−b)2− 1

8(1−b)3)

−1 −2 1
2(−

1
4(1−a)2 + 1

8(1−a)3) 1
2(−

1
4(1−b)2 + 1

8(1−b)3)

−1 −2 1
2(1−a) 1

2(1−b)
1 −1 1

2(−2+ 1
2(1−a)− 1

4(1−a)2) 1
2(−2+ 1

2(1−b)− 1
4(1−b)2)

1 −1 1
2(

1
4(1−a)2 + 1

2(−1+a)) 1
2(

1
4(1−b)2 + 1

2(−1+b))
1 −1 1 1


and then the last two columns:

1
2(−1−b+ 1

4(1+b)2− 1
8(1+b)3) 1

2(−1−a+ 1
4(1+a)2− 1

8(1+a)3)
1
2(−

1
4(1+b)2 + 1

8(1+b)3) 1
2(−

1
4(1+a)2 + 1

8(1+a)3)
1
2(1+b) 1

2(1+a)
1
2(−2+ 1

2(1+b)− 1
4(1+b)2) 1

2(−2+ 1
2(1+a)− 1

4(1+a)2)
1
2(

1
2(−1−b)+ 1

4(1+b)2) 1
2(

1
2(−1−a)+ 1

4(1+a)2)
1 1

 .

To write out the full exact form of S−1 would require at least several pages per entry of the matrix, and
would not be particularly enlightening, so instead we write it with decimals rounded to three decimal places:
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−1/9 −1/9 −1/9 2/9 2/9 2/9
−1/9 −1/9 −1/9 −1/9 −1/9 −1/9

−0.055−0.108i 0.121+0.007i −0.067+0.101i −0.056+0.199i −0.144−0.148i 0.200−0.051i
−0.055+0.108i 0.121−0.007i −0.067−0.101i −0.056−0.199i −0.144+0.148i 0.200+0.051i
0.055−0.108i −0.121+0.007i 0.067+0.101i −0.111−0.090i −0.023+0.141i 0.133−0.051i

0.0545+0.108i −0.121−0.007i 0.067−0.101i −0.111+0.090i −0.023−0.141i 0.133+0.051i

 .

Since all but JlogN−1[1,1] are o(N0.8) they contribute o(N0.8) to the overall operation count. Thus, we
only care about the 1-index row of S−1 and the 1-indexed column of S (where the 1 indexed row and column
are the second row and column counting from the top and left, respectively).

The 1-indexed row of S−1 is [−1
9 ,−

1
9 ,−

1
9 ,−

1
9 ,−

1
9 ,−

1
9 ] and the 1-indexed column of S is



−2
−2
−2
−1
−1
−1

. Multi-

plying it all out, we get av(N)≤ N/3+o(N0.8).
Returning to the original statement of the lemma,

logN

∑
j=0

F(N,2 j)
2 j

12
( j mod 3) =

0a0 +1a1 +2a2

12

< N/12+o(N0.8)

< N/12+o(N0.8),

as desired.
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