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Abstract

The group isomorphism problem determines whether two groups, given by their Cayley
tables, are isomorphic. For groups with order n, an algorithm with n(logn+O(1)) running time,
attributed to Tarjan, was proposed in the 1970s [Mil78]. Despite the extensive study over the
past decades, the current best group isomorphism algorithm has an n(1/4+o(1)) logn running time
[Ros13].

The isomorphism testing for p-groups of (nilpotent) class 2 and exponent p has been identified
as a major barrier to obtaining an no(logn) time algorithm for the group isomorphism problem.
Although the p-groups of class 2 and exponent p have much simpler algebraic structures than
general groups, the best-known isomorphism testing algorithm for this group class also has an
nO(logn) running time.

In this paper, we present an isomorphism testing algorithm for p-groups of class 2 and

exponent p with running time nO((logn)5/6) for any prime p > 2. Our result is based on a novel
reduction to the skew-symmetric matrix tuple isometry problem [IQ19]. To obtain the reduction,
we develop several tools for matrix space analysis, including a matrix space individualization-
refinement method and a characterization of the low rank matrix spaces.

∗xiaorui@uic.edu. University of Illinois at Chicago.
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1 Introduction

The group isomorphism problem is to determine whether two groups, given by their Cayley (mul-
tiplication) tables, are isomorphic. The problem is among a few classes of problems in NP that
are not known to be solvable in polynomial time or NP-Complete [GJ79]. The group isomorphism
problem and its variants have close connections to cryptography, computational group theory, and
algebraic complexity theory [BGL+19]. Furthermore, following Babai’s breakthrough on the quasi-
polynomial time algorithm for graph isomorphism [Bab16, Bab19], group isomorphism has become
a bottleneck for the no(logn) time algorithm of graph isomorphism because group isomorphism
reduces to graph isomorphism.

The group isomorphism problem has been extensively studied since the 1970s [FN70, Mil78,
Sav80, O’B94, Vik96, Kav07, LG09, Wil09a, Wil09b, BCGQ11, BCQ12, BQ12, BW12, LW10,
QST12, Ros13, BMW15, Luk15, RW15, LQ17, BLQW20, GQ21a, DW22, GQ21b]. A simple algo-
rithm for group isomorphism, attributed to Tarjan, picks a generating set in one of the groups and
checks for all possible images of the generating set in the other group, whether the partial corre-
spondence extends to an isomorphism [Mil78]. Since every group of order n has a generating set of
size at most log2 n, this algorithm results in an nlog2 n+O(1) running time. The current best-known
algorithm for the group isomorphism problem has an n(1/4+o(1)) log2 n running time [Ros13].

It is long believed that the isomorphism testing of p-groups of class 2 and exponent p is a
major bottleneck for the group isomorphism problem [LW10, BCGQ11, BW12, Ros13, BMW15,
LQ17, BGL+19]. A group G is a p-group of (nilpotent) class 2 and exponent p for some prime
number p if every element except the identity has an order of p, and G is not abelian but [G, [G,G]]
only contains the identity element, where [G,H] denotes the group generated by xyx−1y−1 for all
x ∈ G, y ∈ H.

The best-known algorithm for the isomorphism testing of p-groups of class 2 and exponent p
does not have a major advantage in the running time, being nO(log2 n) [Ros13], over the general
groups, even though the structure of p-groups of class 2 and exponent p was well understood [Bae38,
Web83, Wil09a, Wil09b], and the isomorphism testing of this group class has been studied in
depth [LW10, BW12, Ros13, BMW15, LQ17, BGL+19, Sch19]. Hence, to develop a better algorithm
for isomorphism testing of general groups, it is necessary to provide a faster algorithm for p-groups
of class 2 and exponent p.

1.1 Our result

In this paper, we present an isomorphism testing algorithm for p-groups of class 2 and exponent p
with no(logn) running time for any odd prime p.

Theorem 1.1. Let G and H be two groups of order n. If both G and H are p-groups of class 2
and exponent p for some prime number p > 2, then given the Cayley tables of G and H, there is
an algorithm with running time nO((logn)5/6) to determine whether G and H are isomorphic.

Theorem 1.1 utilizes the Baer’s correspondence [Bae38], which reduces the group isomorphism
problem for p-groups of class 2 and exponent p to the isometry testing problem of skew-symmetric
matrix spaces.

A square matrix A is a skew-symmetric matrix if AT = −A. In the isometry testing problem
for skew-symmetric matrix spaces, the input consists of the linear bases of two skew-symmetric
matrix spaces A and B. The problem is to decide whether there is an isometry S from A to B,
i.e., an invertible matrix S such that SAST = B, where SAST is the linear span of the matrices
SAST for all the matrices A ∈ A. We prove the following result for the isometry testing problem
of skew-symmetric matrix spaces.
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Theorem 1.2. Let A and B be two linear matrix spaces, both of dimension m, such that every
matrix in A or B is an n × n skew-symmetric matrix over Fp for some prime number p > 2 and

positive integers m,n. There is an algorithm with running time pO((n+m)1.8·log(p)) to determine
whether there is an invertible n× n matrix S over Fp such that SAST = B.

We obtain Theorem 1.2 by combining several new tools to analyze matrix spaces, including
an individualization-refinement method for matrix spaces, a characterization of low rank matrix
spaces, and a reduction from the isometry testing of skew-symmetric matrix spaces to the isometry
testing of skew-symmetric matrix tuples [IQ19].

To obtain Theorem 1.1, let k denote logp(n). We apply Theorem 1.2 for the case of k > (log2(p))5

by constructing the skew-symmetric matrix spaces for both input groups according to the Baer’s
correspondence [Bae38]. Theorem 1.2 implies the running time for this case is nO((logn)5/6). For the
case of k ≤ (log2(p))5, we run the aforementioned generating set enumeration algorithm [Mil78].
Because every p group of order pk has a generating set of size at most k, the running time of the
algorithm for this case is pO(k2), which is also nO((logn)5/6).

1.2 Related work

The group isomorphism problem has been studied for variant group classes. Polynomial time algo-
rithms have been developed for abelian groups [Kav07, Sav80, Vik96], groups formed by semidirect
products of an abelian group and a cyclic group [LG09, Wil09a, Wil09b], groups with normal Hall
subgroups [QST12], groups with abelian Sylow towers [BQ12], and groups with no abelian normal
subgroups [BCQ12]. Dietrich and Wilson recently showed that the group isomorphism problem can
be solved in nearly linear time for most orders [DW22].

For p-groups of class 2 and exponent p, algorithms for some nontrivial subclasses of this group
class have been proposed [LW10, BW12, BMW15]. Li and Qiao showed that if the p-groups of class
2 and exponent p are generated randomly, then the isomorphism testing problem can be solved
in polynomial time in the average case [LQ17]. In [BGL+19], the average case running time was
further improved to linear. In this work, we focus on the isomorphism testing for p-groups of class
2 and exponent p in the worst case.

The refinement methods, such as the naive refinement [BES80] and Weisfeiler-Leman refine-
ment [WL68], have been powerful tools for the graph isomorphism problem. The refinement meth-
ods have been successfully used for graph isomorphism testing algorithms [Bab80, BES80, Bab81,
BL83, ZKT85, Spi96, DLN+09, BCS+13, BW13, CST13, SW15, LPPS17, GN19, KPS19, Wie20,
GNS20, GWN20, Neu22], including the celebrated quasi-polynomial time algorithm for graph iso-
morphism [Bab16, Bab19].

The refinement approach does not extend to groups in a naive way. Several representations of
groups that allow refinement have been proposed recently. In [BGL+19], the authors defined a hy-
pergraph using recursively refinable filters and proposed applying the Weisfeiler-Leman refinement
on the hypergraph. Brachter and Schweitzer proposed defining colors of group element tuples by
group operation patterns of the elements involved in the tuple and applying the Weisfeiler-Leman
refinement to refine the colors of element tuples [BS20]. Both approaches can distinguish between
several non-isomorphic constructions of p-groups of class 2 and exponent p. However, it was un-
clear how these refinement methods could be used to develop faster worst case isomorphism testing
algorithms.

The isometry testing of skew-symmetric matrix spaces was studied in [LQ17, BLQW20, GQ21a,
GQ21b]. Its applications in cryptography were investigated in [BGL+19, JQSY19, TDJ+22].
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1.3 Technique overview

We provide an overview of the algorithm for the isometry testing of skew-symmetric matrix spaces
(Theorem 1.2).

Isometry Testing for Skew-Symmetric Matrix Tuples We start by introducing the skew-
symmetric matrix tuple isometry problem, which is related to our problem. A skew-symmetric
matrix tupleA = (A1, . . . , Ak) of length k is a sequence of k skew-symmetric matrices of the same di-
mensions. For matrices P andQ, we use PAQ to denote the matrix tuple (PA1Q,PA2Q, . . . , PAkQ).

Similar to the isometry between two skew-symmetric matrix spaces, we also define the isometry
between two skew-symmetric matrix tuples. For two skew-symmetric matrix tuples A and B,
a matrix S is an isometry from A to B if SAST = B, i.e., SAiS

T = Bi for all the Ai ∈ A.
The isometry problem of skew-symmetric matrix tuples determines whether there is an isometry
between two input skew-symmetric matrix tuples. The difference between the skew-symmetric
matrix tuple isometry problem and the skew-symmetric matrix space isometry problem is that the
correspondence between matrices from two matrix tuples is fixed by the indices of the matrices,
but for matrix spaces, no such correspondence is given. Ivanyos and Qiao presented a polynomial
time algorithm for the isometry testing of skew-symmetric matrix tuples [IQ19].

Theorem 1.3 (Theorem 1.7 of [IQ19]). Let A = (A1, . . . , Ak) and B = (B1, . . . , Bk) be two skew-
symmetric matrix tuples of length k such that the matrices in A and B are of dimension n × n
over Fp for some prime p > 2. There is an algorithm with running time poly(n, k, p) to determine
whether there is an isometry from A to B. If yes, the algorithm also returns an isometry from A
to B.

Our approach for the isometry testing of skew-symmetric matrix spaces is obtained by providing
a pO((n+m)1.8·log p) time reduction to the skew-symmetric matrix tuple isometry problem, where m is
the dimension of the matrix space, and n is the number of rows or columns for each square matrix
in the matrix space.

Individualization-refinement for matrix spaces One powerful technique for graph isomor-
phism is the individualization-refinement method [Bab80, BES80, Bab81, ZKT85, Spi96, BCS+13,
BW13, CST13, SW15, Bab16]. For graphs, the individualization-refinement method first chooses a
set of a small number of vertices and assigns each chosen vertex a distinct vertex color, and then it
refines the vertex colors by assigning distinguished vertices different colors in a canonical way until
vertices of the same color cannot be further distinguished.

A natural question for the group isomorphism problem is whether it is possible to define
individualization-refinement operations for group isomorphism. Based on the connection between
group isomorphism for p-groups of class 2 and exponent p and the skew-symmetric matrix space
isometry problem [Bae38], Li and Qiao proposed a matrix space individualization-refinement method,
which follows the individualization-refinement for random graphs [BES80], and analyzed the isom-
etry testing of skew-symmetric matrix spaces in the average case [LQ17].

In this work, we propose a different matrix space individualization-refinement to enable the
analysis of the isometry of skew-symmetric matrix spaces in the worst case. Consider an m × n
matrix space A. The individualization in our scenario is defined by a left individualization matrix
L and a right individualization matrix R, where L is a matrix with m columns and R is a matrix
with n rows. In the refinement, we compute LAR for each matrix A ∈ A. If LA′R does not equal
LA′′R for some A′, A′′ ∈ A, then A′ and A′′ are distinguished.
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Ideally, if LA′R does not equal LA′′R for any two matrices A′, A′′ ∈ A, then each matrix A
in the space can be uniquely identified by LAR, and thus all the matrices in A are distinguished.
Consider two isometric skew-symmetric matrix spaces A and B. Let LA and RA be individualization
matrices for A that distinguish all the matrices in A. Let LB and RB be individualization matrices
for B such that LB equals LAS

−1, and RB equals (ST )−1RA for some isometry S from A to B.
One can distinguish all the matrices in both spaces by their individualization matrices and then
establish a bijection between the matrices in the two spaces. Thus the skew-symmetric matrix
space isometry problem reduces to the skew-symmetric matrix tuple isometry problem, which can
be efficiently solved by Theorem 1.3. Furthermore, suppose LA contains a small number of rows
and RA contains a small number of columns. Then one can solve the skew-symmetric matrix space
isometry problem efficiently by enumerating all the possible corresponding LB and RB.

We show that the number of rows for the left individualization matrices and the number of
columns for the right individualization matrices are related to the rank of matrices in the matrix
space. More specifically, we show that for a matrix space of dimension d and any parameter k,
there exist left and right individualization matrices L and R with O(max{d log(p), k}/

√
k) rows

and columns, respectively, such that for each matrix A in the matrix space with rank at least k,
LAR is a non-zero matrix (Lemma 3.2). In other words, if every matrix (except the zero matrix)
in a skew-symmetric matrix space is of high rank, then the skew-symmetric matrix space isometry
problem reduces to the skew-symmetric matrix tuple isometry problem efficiently.

Low rank matrix space characterization The hard case for the matrix space individualiza-
tion/refine method is that there are some matrices A in the space such that LAR are zero matrices.
Because of the linearity, such matrices form a linear subspace of the original matrix space. To
tackle this hard case, we characterize the structure of the matrix space in which every matrix is of
low rank. Such a matrix space is called a low rank matrix space.

As our main technical result for the low rank matrix space characterization, we show that, for a
matrix space A such that every matrix in the space is of rank at most r, there are invertible matrices
P and Q, called left and right formatting matrices, such that for each A ∈ A, PAQ has non-zero
entries only in the last O(r2) rows or columns (Lemma 4.6). Furthermore, if A is a skew-symmetric
matrix space, then Q = P T .

Together with matrix space individualization-refinement, we can represent a matrix space in
a more structured way. First, we construct a “semi-canonical” basis for the input matrix space.
Suppose we apply left and right individualization matrices L and R to a matrix space A of dimension
d and compute a linear basis (A1, . . . , Ad) of A such that (LA1R,LA2R, . . . , LAdR) is lexically
minimized among all the linear basis of A. Because the zero matrix is lexically the smallest among
all the matrices, the first few matrices in the semi-canonical basis correspond to a linear basis of C,
which is the linear span of all the matrices A ∈ A such that LAR is a zero matrix.

We further apply formatting matrices P and Q for C to each matrix in the semi-canonical basis
of A (every matrix A in the semi-canonical basis becomes PAQ). Then by our low rank matrix
space characterization, the matrices that form a linear basis of C have non-zero entries only in the
last few rows or columns. See Figure 1 for an illustration.

The semi-canonical basis is not canonical because, for fixed individualization matrices, there can
be different semi-canonical bases. But the semi-canonical bases can provide a partial correspondence
between two isometric skew-symmetric matrix spaces. Suppose two skew-symmetric matrix spaces
A and B are isometric and let S be an isometry from A to B. For individualization matrices L and
R of A, let (A1, . . . , Ad) be a semi-canonical basis of A with L and R as individualization matrices,
and (B1, . . . , Bd) be a semi-canonical basis of B with LS−1 and (ST )−1R as individualization
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Figure 1: The semi-canonical basis of a matrix space after applying matrix space individualization-
refinement and the low rank matrix space characterization. The three black matrices in the front
form a basis of the space spanned by all the matrices A ∈ A such that LAR is a zero matrix. The
transparent rectangles enclosed by the dashed black lines are zero matrices. The four light brown
matrices in the back are the rest matrices in the basis.

matrices. Then for each 1 ≤ i ≤ d, SAiS
T = Bi + B′i for some B′i satisfying the condition that

LS−1B′i(S
T )−1R is a zero matrix. The partial correspondence also holds for two equivalent matrix

spaces. Two matrix spaces A and B, in which matrices are not necessarily square matrices, are
equivalent if there are invertible matrices X and Y such that XAY = B, i.e., B equals the space
spanned by XAY for all the matrices A ∈ A.

Tensor representation of skew-symmetric matrix spaces Next, we combine the matrix
space individualization-refinement and the low rank matrix space characterization to analyze skew-
symmetric matrix spaces. For convenience, let us define a three-tensor representation for skew-
symmetric matrix spaces following [LQ17]. For a skew-symmetric matrix space A of dimension m
such that every matrix in the space is an n × n matrix, a three-tensor G ∈ Fm×n×np is a skew-
symmetric matrix space tensor of A if G[i, j, k] = Ai[j, k] for a linear basis (A1, . . . , Am) of A,
where Ai[j, k] is the (j, k)-th entry of Ai, and G[i, j, k] is the (i, j, k)-th entry of G.

Given a skew-symmetric matrix space tensor G, we use XG,i to denote the n×n skew-symmetric
matrix such that XG,i[j, k] = G[i, j, k], use YG,j to denote the m×n matrix such that YG,j [i, k] =
G[i, j, k], and use ZG,k to denote the m×n matrix such that ZG,k[i, j] = G[i, j, k]. We also use XG

to denote the matrix space 〈XG,1, . . .XG,m〉, use YG to denote the matrix space 〈YG,1, . . .YG,n〉,
and use ZG to denote the matrix space 〈ZG,1, . . .ZG,n〉, where 〈·〉 is the linear span. We remark
that XG is a skew-symmetric matrix space, but YG and ZG are not.

One can verify that two skew-symmetric matrix spaces are isometric if and only if their tensors
(denoted as G and H) are isometric, i.e., there is an n × n invertible matrix N and an m × m
invertible matrix M such that the transform of G by N and M , denoted as TransN,M (G), equals
H, where

XTransN,M (G),i =
m∑
i′=1

M [i, i′] ·
(
N · XG,i′ ·NT

)
.

Semi-canonical form of skew-symmetric matrix space tensors In this work, the purpose
of the tensor representation of a skew-symmetric matrix space is to incorporate the matrix space
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individualization-refinement and the low rank matrix space characterization techniques so the tensor
is transformed into a more structured form, called the “semi-canonical form” of the tensor.

For a skew-symmetric matrix space tensor G, the semi-canonical form of G, denoted as SC(G),
is obtained by applying the two techniques to the three matrix spaces XG, YG, and ZG so matrices
in each of the three matrix spaces have the structure shown in Figure 1. To achieve this, we
need to carefully choose the individualization and formatting matrices in a coordinated fashion.
In particular, if the individualization and formatting matrices are chosen such that, for the left
formatting matrix P used for XG, P T can also be used as the right formatting matrix for YG and
ZG, then the tensor semi-canonical form has the structure shown in Figure 2(a). The tensor values
in the transparent region are all zero. The union of the transparent region and the red cube is
called the kernel of the tensor semi-canonical form. The blue region is called the surface of the
tensor semi-canonical form.

(a) (b)

Figure 2: (a). Semi-canonical form of a skew-symmetric matrix space tensor. (b) Matrices in the
surfaces of XG,YG, and ZG.

For fixed individualization and formatting matrices, the tensor semi-canonical form is also
fixed. However, for an efficient tensor isometry testing algorithm, it is unacceptable to enumerate
all possible formatting matrices, though it is affordable to enumerate all possible individualization
matrices. To address this issue, we show that if the individualization matrices are fixed, and the
formatting matrices are partially fixed (i.e., only a few key rows are fixed, and all the other rows
satisfy certain conditions), then the kernel is fixed (Lemma 5.10). This is also the reason for
the term “semi-canonical form”: the semi-canonical form is not unique for fixed individualization
matrices and partially fixed formatting matrices, but the kernel is unique.

In other words, if two tensors are isometric, and one constructs the semi-canonical forms of the
two tensors using individualization matrices and partially fixed formatting matrices that are the
same up to some isometry, then the kernels of the two semi-canonical forms are identical. Therefore,
to determine whether the two tensors are isometric, one only needs to check further if there are
formatting matrices that make the surface identical for the two tensors while keeping the kernel
unchanged.

In addition, based on the results from the matrix space individualization-refinement and the low
rank matrix space characterization, there are always semi-canonical forms such that the numbers
of matrices in the surfaces of XG, YG, and ZG (Figure 2(b)) are small. Hence, in the partially
fixed formatting matrices, we also fix the rows related to the surfaces of XG, YG, and ZG. Then
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matrices in the surfaces from the three matrix spaces are fixed up to some formatting matrices
satisfying the partially fixed constraint.

Hence, the isometry testing of skew-symmetric matrix space tensors reduces to the isometry
testing of their semi-canonical forms by enumerating individualization matrices and partially fixed
formatting matrices for both tensors. Due to the fixed kernel for all the semi-canonical forms,
the isometry testing of semi-canonical forms further reduces to deciding whether the surfaces are
identical between semi-canonical forms up to some formatting matrices satisfying the partially fixed
constraint.

Reduction to skew-symmetric matrix tuple isometry testing Finally, we reduce the isom-
etry testing of semi-canonical forms of skew-symmetric matrix spaces to the aforementioned skew-
symmetric matrix tuple isometry problem. The high-level idea is to construct a skew-symmetric
matrix tuple to encode the surface of the tensor semi-canonical form. Because the matrices in the
surfaces of XG, YG, and ZG are fixed, we can use different matrices in the matrix tuple to encode
the matrices in the surface.

Suppose the kernel is of dimension m′ × n′ × n′ for some 1 ≤ m′ ≤ m and 1 ≤ n′ ≤ n.
In our skew-symmetric matrix tuple of SC(G), denoted as FSC(G), each matrix is of dimension
(3 + n + m′) × (3 + n + m′). The rows from the fourth to the (3 + n)-th of matrices in FSC(G)

correspond to the rows of matrices in XG. The last m′ rows of matrices in FSC(G) correspond to
the first m′ rows of matrices in YG (or equivalently ZG). The first three rows of matrices in FSC(G)

are auxiliary rows used to ensure that the other rows satisfy the constraints of the partially fixed
formatting matrices. See Figure 3 for an illustration.

Figure 3: The matrices in FSC(G).

We use the submatrices on R1 (as Figure 3) for all the matrices in FSC(G) to encode the skew-
symmetric matrices in the surface of XG. We also use the submatrices on R2 for all the matrices
in FSC(G) to encode the matrices in the surface of YG (excluding the intersection with the surface
of XG). Consequently, the submatrices on R3 for all the matrices in FSC(G), which is the negative
transpose of submatrices on R2 by the skew-symmetric condition, encode the matrices in the surface
of ZG (excluding the intersection with the surface of XG). We use the other submatrices to ensure
constraints given by the partially fixed formatting matrices.

By carefully designing matrix tuples constructed from tensor semi-canonical forms, we show
that the semi-canonical forms of two skew-symmetric matrix space tensors are isometric if and only
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if there is an isometry S between the skew-symmetric matrix tuples such that S is a block diagonal
matrix

S =

(
Q 0
0 W

)
for some (3 + n)× (3 + n) matrix Q and m′ ×m′ matrix W (Lemma 6.2).

Naturally, we want to determine the isometry of the two tensors by running the skew-symmetric
matrix tuple isometry algorithm (Theorem 1.3) on the matrix tuples constructed from the semi-
canonical forms. However, the requirement of S being block diagonal makes things more complex.

Suppose we run the algorithm for skew-symmetric matrix tuple isometry on the matrix tuples
constructed. If the algorithm returns no, then the two semi-canonical forms are not isometric. If
the algorithm returns yes and an isometry that is block diagonal, then the two semi-canonical forms
are isometric. The difficult case is when the algorithm returns yes and an isometry that is not block
diagonal. For this case, we can neither certify that the two semi-canonical forms are isometric, nor
show that the two semi-canonical forms are not isometric.

Let us consider an easier scenario: Suppose for each non-zero row vector v ∈ Fnp , there is a
matrix X in the surface of XG such that vX is a non-zero vector. With this condition, together
with our construction of matrix tuples, we can show that the isometry returned is of the form(

X Y
0 Z

)
.

After carefully analyzing the matrix tuples constructed, we show that(
X 0
0 Z

)
is also an isometry, and thus the two semi-canonical forms are isometric.

The general case is more complex because the left bottom submatrix of the isometry returned
can be non-zero. However, we show that either we can certify that there exists another block
diagonal isometry for the skew-symmetric matrix tuples, or we can reduce the problem to a matrix
tuple equivalence problem, i.e., the problem of determining whether two matrix tuples A and B
have invertible matrices P and Q such that PAQ = B. According to [IQ19], the matrix tuple
equivalence problem can be solved efficiently.

Paper organization In Section 2, we define the notations and provide the preliminaries. In
Section 3, we present our results on matrix space individualization-refinement. In Section 4, we
present our results on low rank matrix space characterization. Section 5 defines skew-symmetric
matrix space tensor and its semi-canonical form. In Section 6, we present the reduction to the
skew-symmetric matrix tuple isometry problem. Section 7 proves Theorem 1.1 and Theorem 1.2.

2 Notations and preliminaries

Throughout the paper, the vectors and matrices are over Fp for a prime number p > 2. We use 〈·〉
to denote the linear span. The base of the logarithm is two unless specified. Let Fnp be the linear
space of row vectors of length n over Fp. Unless specified, the vectors are row vectors. For a vector
v ∈ Fnp , we use v[i] to denote the i-th entry of v for any 1 ≤ i ≤ n.
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Matrices Let M(n,Fp) (and respectively M(m,n,Fp)) be the linear space of n× n (and respec-
tively m × n) matrices over Fp. Let GL(n,Fp) be the group of n × n invertible matrices over
Fp.

For a matrix A ∈ M(m,n,Fp), let rank (A) be the rank of A, and AT be the transpose of
A. A square matrix A ∈ M(n,Fp) is a skew-symmetric matrix if and only if A = −AT . For
any 1 ≤ i ≤ m, 1 ≤ j ≤ n, let A[i, j] be the entry of A in the i-th row and j-th column. For
1 ≤ i ≤ i′ ≤ m, 1 ≤ j ≤ j′ ≤ n, let A[i, i′; j, j′] be the submatrix of A on the rows between i and i′

and the columns between j and j′.
For two matrices A,B ∈ M(m × n,Fp), A is lexically smaller than B, denoted as A ≺ B, if

there exist 1 ≤ q ≤ m and 1 ≤ r ≤ n such that the following conditions hold:

• A[i, j] = B[i, j] for any 1 ≤ i ≤ q − 1, 1 ≤ j ≤ n or any i = q, 1 ≤ j < r;

• A[q, r] < B[q, r].

We denote A � B if A ≺ B or A = B.
We use In to denote the n× n identity matrix.

Matrix tuples and matrix spaces An m × n matrix tuple A of length k, denoted as A =
(A1, . . . , Ak), is an element in M(m,n,Fp)k. For any P ∈ M(α,m,Fp) and Q ∈ M(n, β,Fp) with
some positive integers α and β, let PAQ be the matrix tuple (PA1Q,PA2, Q, . . . , PAkQ).

An m × n matrix space A is a linear subspace of M(m,n,Fp). For any P ∈ M(α,m,Fp) and
Q ∈M(n, β,Fp) with some positive integers α and β, let PAQ be the linear space spanned by PAQ
for all the A ∈ A. For any row vector v ∈ Fmp , we use 〈vA〉 to denote the row vector space spanned
by vA for all the A ∈ A. For two matrix spaces A and B, we denote A ≤ B if A is a subspace of
B.

Since any linear combination of skew-symmetric matrices of the same dimension is also a skew-
symmetric matrix, we use SS(n,Fp) to denote the linear space of all the n × n skew-symmetric
matrices.

Isometry and equivalence for matrix tuples and spaces We define equivalence relations
for matrix tuples.

Definition 2.1 (Matrix tuple equivalence). Let A = (A1, . . . , Ak),B = (B1, . . . , Bk) be two matrix
tuples in M(m,n,Fp)k. A and B are equivalent if there exist two matrices P ∈ GL(m,Fp) and
Q ∈ GL(n,Fp) such that PAQ = B.

Definition 2.2 (Skew-symmetric matrix tuple isometry). LetA = (A1, . . . , Ak) and B = (B1, . . . , Bk)
be two skew-symmetric matrix tuples in SS(n,Fp)k. A and B are isometric if there exists a matrix
P ∈ GL(n,Fp) such that PAP T = B. P is called an isometry from A to B if P exists.

In this paper, we use the algorithm for the isometry testing of two skew-symmetric matrix tuples
(Theorem 1.3) and the algorithm for the equivalence testing of two matrix tuples (Theorem 2.3),
both proposed by Ivanyos and Qiao in [IQ19].

Theorem 2.3 (Proposition 3.2 of [IQ19]). Given two matrix tuples A = (A1, . . . , Ak) and B =
(B1, . . . , Bk) in M(m,n,Fp)k for some prime p > 2 and positive integers k,m and n, there is an
algorithm with running time poly(k, n,m, p) to determine whether A and B are equivalent.

Following the definitions for matrix tuples, we also define the equivalence of matrix spaces and
the isometry of skew-symmetric matrix spaces.

9



Definition 2.4 (Matrix space equivalence). Let A,B ≤M(m,n,Fp) be two matrix spaces for some
positive integers m and n. A and B are equivalent if there exist two matrices P ∈ GL(m,Fp) and
Q ∈ GL(n,Fp) such that PAQ = B.

Definition 2.5 (Skew-symmetric matrix space isometry). Let A,B ≤ SS(n,Fp) be two skew-
symmetric matrix spaces. A and B are isometric if there exists a matrix P ∈ GL(n,Fp) such that
PAP T = B. P is called an isometry from A to B if P exists.

Baer’s correspondence For a p-group of nilpotent class 2 and exponent p, let pk denote the
order of the group. Because of the class two and exponent p condition, G/Z(G) is isomorphic to
Znp , and [G,G] is isomorphic to Zmp for some positive integers n and m such that m+n ≤ k, where
Z(G) denotes the center of G and [G,G] denotes the group generated by xyx−1y−1 for all x, y ∈ G.
Taking an arbitrary basis of G/Z(G), an arbitrary basis of [G,G], and taking the commutator
bracket, we obtain a skew-symmetric bilinear map bG : Fnp × Fnp → Fmp , which can be represented
by a skew-symmetric matrix tuple G = (G1, . . . , Gm) such that every Gi is a matrix in SS(n,Fp).
Such a skew-symmetric matrix tuple is called a skew-symmetric matrix tuple of G.

For two p-groups G and H of nilpotent class 2 and exponent p, it is necessary for H to be
isomorphic to G that dimZp(G/Z(G)) = dimZp(H/Z(H)) and dimZp([G,G]) = dimZp([H,H]). The
following theorem, also called Baer’s correspondence, was proved by Baer in [Bae38].

Theorem 2.6 (Baer’s correspondence [Bae38], rephrased). Let G and H be two p-groups of class
two and exponent p for some prime number p with the same order. Let G and H be the skew-
symmetric matrix tuples of G and H, respectively. If both G and H are n×n skew-symmetric matrix
tuples of length m, then G and H are isomorphic if and only if there are matrices P ∈ GL(n,Fp)
and Q ∈ GL(m,Fp) such that Gi =

∑m
j=1Q[i, j](P ·Hj · P T ).

Furthermore, we can also represent skew-symmetric matrix tuples of groups by skew-symmetric
matrix spaces. Given an arbitrary skew-symmetric matrix tuple G of group G, the skew-symmetric
matrix space G of G is the linear matrix space spanned by matrices in G. Hence, Baer’s correspon-
dence can be rephrased as follows.

Corollary 2.7. Let G and H be two p-groups of class two and exponent p for some prime number
p with the same order. Let G and H be the skew-symmetric matrix spaces of G and H, respectively.
G and H are isomorphic if and only if G and H are isometric.

In this paper, we will use the following fact from Baer’s correspondence.

Fact 2.8. Let G ≤ SS(n,Fp) be a skew-symmetric matrix space of a p-group of class two and
exponent p for some prime number p. Then for any non-zero row vector v ∈ Fnp , there is a matrix
A ∈ G such that vA is a non-zero vector.

3 Matrix space individualization-refinement

In this paper, the individualization-refinement to a matrix space A ≤ M(m,n,Fp) is defined by a
left individualization matrix L ∈M(α,m,Fp) and a right individualization matrix R ∈M(n, β,Fp)
for some positive integers α and β. We aim to distinguish matrices in A by comparing LAR for
matrices A ∈ A.

Ideally, if for any two different matrices A,A′ ∈ A, LAR 6= LA′R, then each matrix A ∈ A has
its unique LAR. And thus, all the matrices in A are distinguished. But if there is a matrix A ∈ A
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such that LAR is a zero matrix, then for each A′ ∈ A, LA′R = L(A′+A)R. Let zeroL,R(A) be the
space spanned by matrices A ∈ A such that LAR is a zero matrix.

We show that in order to distinguish matrices in a matrix space, the dimensions of the left
and right individualization matrices are related to the rank of the matrices in the matrix space
(Lemma 3.2).

Lemma 3.1. Let A be a matrix in M(m,n,Fp) of rank at least k for a prime p and some positive
integers m,n, k. Given an integer 1 ≤ k′ ≤ k/2 and a parameter 0 < δ < 1 satisfying log(1/δ) ≥ k,
let Q be a matrix in

M

(⌈
8k′ log(1/δ)

k

⌉
,m,Fp

)
such that the entries of Q are independently and uniformly sampled from {0, 1, . . . , p − 1}. With
probability 1− δ, QA is a matrix of rank at least k′.

Proof. Since the entries of Q are independently and uniformly sampled, without loss of generality,
we assume the matrix Q is sampled sequentially by rows q1, . . . , qα, where qi is the i-th row of Q.

Suppose that after sampling the first α rows for some positive integer α, 〈q1A, . . . , qαA〉 is a β
dimensional space for some β < k′. The probability that qα+1A is a vector in 〈q1A, . . . , qαA〉 is
(1/p)k−β. Thus, by sampling dlog(k′/δ)/(k − k′)e new rows of Q, the rank of Q increases by at
least one with probability

1−
(

1

p

)(k−β)·dlog(k′/δ)/(k−k′)e
≥ 1−

(
1

p

)log(k′/δ)

≥ 1−
(

1

2

)log(k′/δ)

= 1− δ

k′
.

On the other hand, observe that

k′
⌈

log(k′/δ)

(k − k′)

⌉
≤ 2k′ log(k′/δ)

k − k′
≤ 4k′ log(1/δ)

k − k′
≤ 8k′ log(1/δ)

k
,

where the first inequality uses the condition that log(k′/δ) ≥ log(1/δ) ≥ k ≥ k − k′, the second
inequality uses the condition that 1/δ ≥ log(1/δ) ≥ k > k′, and the third inequality uses the
condition that k − k′ ≥ k/2.

By union bound, with probability at least 1 − δ, if Q contains at least d8k′ log(1/δ)/ke rows,
then the rank of Q is at least k′.

Lemma 3.2. Let A be a d-dimensional matrix subspace of M(m,n,Fp) for a prime p and some
positive integers d,m, n. For any k ≥ 4, denote

t :=
⌈
32 max{d log(p), k}/

√
k
⌉
.

There is a left individualization matrix L ∈ M(t,m,Fp) and a right individualization matrix R ∈
M(n, t,Fp) such that for any A ∈ A of rank at least k, LAR is a non-zero matrix.

Proof. Let A be an arbitrary matrix in A of rank at least k. By Lemma 3.1 with k′ = b
√
kc

and δ = min{1/(4pd), 1/2k}, if every entry of L is independently and uniformly sampled from
{0, . . . , p − 1}, then with probability at least 1 − 1/(4pd), LA is of rank at least b

√
kc. If this

case happens, then by Lemma 3.1 with k′ = 1 and δ = min{1/(4pd), 1/2k}, if every entry of R is
independently and uniformly sampled from Fp, then with probability at least 1− 1/(4pd), LAR is
of rank at least 1. By union bound, for random Q and R, with probability at least 1 − 1/(2pd),
LAR is a non-zero matrix.

By union bound, with constant probability, for random Q and R, QAR is a non-zero matrix
for all the A ∈ A of rank at least k.
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We define the semi-canonical basis for a matrix space with respect to left and right individual-
ization matrices.

Definition 3.3. Let A be a matrix space of dimension d for some positive integer d. Let L be
a left individualization matrix for A and R be a right individualization matrix for A. A matrix
tuple A = (A1, . . . , Ad) is a semi-canonical basis of A with respect to L and R if the following two
conditions hold:

1. 〈A1, . . . , Ad〉 = A.

2. For each 1 ≤ i ≤ d, LAiR � LAR for all the A in A but not in 〈A1, . . . , Ai−1〉.

We prove some basic properties for a semi-canonical basis of a matrix space.

Lemma 3.4. Let A be a matrix space of dimension d for some positive integer d. Let L be a left
individualization matrix for A and R be a right individualization matrix for A. If zeroL,R(A) only
contains the zero matrix, then there is a unique semi-canonical basis of A with respect to L and R.

If dim(zeroL,R(A)) > 0, then for any semi-canonical basis (A1, . . . , Ad) of A, LAiR is a
zero matrix for all the 1 ≤ i ≤ dim(zeroL,R(A)), and LAiR is a non-zero matrix for all the
dim(zeroL,R(A))+1 ≤ i ≤ d. Furthermore, let (A1, . . . , Ad) and (A′1, . . . , A

′
d) be two semi-canonical

bases of A with respect to L and R. For any 1 ≤ i ≤ d, Ai = A′i +A′′i for some A′′i ∈ zeroL,R(A).

Proof. If zeroL,R(A) only contains the zero matrix, then for every non-zero matrix A ∈ A, LAR is
a non-zero matrix. Let A′ be a subspace of A such that LA′R ≺ LAR for any A′ ∈ A′ and A /∈ A′.
There is a unique A ∈ A such that A /∈ A′, and LAR � LA′′R for all the A′′ /∈ A′. Hence, the
semi-canonical base is unique.

If dim(zeroL,R(A)) > 0, since the zero matrix is lexically smallest among all the matrices, for any
semi-canonical basis (A1, . . . , Ad) of A, LAiR is a zero matrix for all the 1 ≤ i ≤ dim(zeroL,R(A)).
By Definition 3.3, the lemma holds.

The following lemma shows that for a subspace of M(m,n,Fp) with dimension d, given left and
right individualization matrices, a semi-canonical basis can be constructed in pd · poly(n,m, p, d)
time.

Lemma 3.5. Given an arbitrary basis of a matrix space A ≤ M(m,n,Fp) of dimension d, a left
individualization matrix L, and a right individualization matrix R for A, there is an algorithm to
compute a semi-canonical basis of A with respect to L and R in time pd · poly(n,m, p, d) if both L
and R contain at most poly(n,m) rows and columns.

Proof. Consider the following algorithm:

1. For i = 1 to d, find a non-zero matrixAi in A but not in 〈A1, . . . , Ai−1〉 such that LAiR � LAR
for all the matrices A in A but not in 〈A1, . . . , Ai−1〉.

2. Return (A1, . . . , Ad).

The correctness of the algorithm is by Definition 3.3. Since the algorithm has d iterations, and
in each iteration, the algorithm enumerates all the matrices in A, the running time of the algorithm
is pd · poly(n,m, d, p).
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4 Low rank matrix space characterization

If all the matrices in a skew-symmetric matrix space, except the zero matrix, are of high rank,
then with proper left and right individualization matrices, the semi-canonical basis is unique
(Lemma 3.4). Furthermore, if two skew-symmetric matrix spaces are isometric and the two ma-
trix spaces only contain high rank matrices (excluding the zero matrix in each space), then one
can fix left and right individualization matrices for one space such that the semi-canonical basis
is unique and enumerate all the possible images of the left and right individualization matrices
for the other space. With left and right individualization matrices for both spaces, we compute
the unique semi-canonical bases for both matrices spaces. Then the skew-symmetric matrix space
isometry problem reduces to the skew-symmetric matrix tuple isometry problem, which can be
solved efficiently (Theorem 1.3).

So, the hard case for the skew-symmetric matrix space isometry problem is that the matrix space
contains some matrices of low rank. After applying the left and right individualization matrices,
the resulting zero matrices correspond to a subspace of the skew-symmetric matrix space such that
all the matrices in the subspace are of low rank.

In this section, we investigate the structure of low rank matrix spaces, i.e., matrix spaces in
which every matrix is of low rank, to characterize some useful properties. In Section 5, we will use
these properties to construct semi-canonical forms for tensors obtained from skew-symmetric matrix
spaces so that the skew-symmetric matrix space isometry problem reduces to the skew-symmetric
matrix tuple isometry problem.

In particular, we show that for a low rank matrix space A ≤M(m,n,Fp) such that every matrix
in the space is of rank at most r, there are matrices P ∈ GL(m,Fp) and Q ∈ GL(n,Fp) such that
for each A ∈ A, PAQ has non-zero entries only in the last O(r2) rows or in the last O(r2) columns.
Furthermore, if A is a skew-symmetric matrix space, then Q = P T . Similar characterizations were
studied in [Fla62, AL81]. But to the author’s knowledge, all the previous results require that the
underlying field has at least r + 1 elements.

We first define the attribute set for a matrix space, as well as the kernel, complementary matrix,
and formatting matrix for a matrix space and an attribute set. Since we require the property of
Q = P T for the skew-symmetric matrix space, we give the definition for skew-symmetric matrix
space and the definition for general (non-square) matrix space separately.

Take the general matrix space as an example. Suppose A ≤ M(m,n,Fp) is matrix space, and
there are matrices P ∈ GL(m,Fp) and Q ∈ GL(n,Fp) such that for each A ∈ A, PAQ has non-zero
entries only in the last α rows or in the last α columns for some integer α. Roughly speaking, P
and Q are left and right formatting matrices of A. The row vector space S spanned by the first
m−α rows of PA for all the A ∈ A is a space of dimension α. To define P and Q, the attribute set
corresponds to a linear basis of the row vector space S, and the complementary matrix corresponds
to the submatrix of P on the last α rows.

Definition 4.1 (kernel, complementary matrix, and formatting matrix for skew-symmetric matrix
spaces). Let A be an n×n skew-symmetric matrix space over Fp for some prime p > 2 and positive
integer n. An attribute set Λ for A is a set of linearly independent row vectors in Fnp . The kernel
for A and Λ, denoted as kerskew(A,Λ), is the space spanned by all row vectors v ∈ Fnp satisfying the
following two conditions:

1. x · vT = 0 for each x ∈ Λ.

2. 〈vA〉 is a subspace of 〈Λ〉.
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A matrix Cskew is a complementary matrix for skew-symmetric matrix space A and attribute
set Λ if

1. Cskew is a full rank matrix in M(n− dim(kerskew(A, λ)), n,Fp).

2. The intersection of kerskew(A,Λ) and the row vector space spanned by the rows of Cskew only
contains the zero vector.

3. Let ci be the i-th row of Cskew. x·cTi = 0 for all the x ∈ Λ and 1 ≤ i ≤ n−dim(kerskew(A, λ))−
|Λ|.

A matrix Pskew ∈ GL(n,Fp) is called a formatting matrix for attribute set Λ and complementary
matrix Cskew with respect to skew-symmetric matrix space A, where Cskew is a complementary
matrix for A and Λ, if the following conditions hold:

1. Pskew is a full rank matrix.

2. The first dim(kerskew(A,Λ)) rows of Pskew form a linear basis of kerskew(A,Λ).

3. The submatrix of Pskew on the last n− dim(kerskew(A,Λ)) rows equals Cskew.

Lemma 4.2. Let A be an n × n skew-symmetric matrix space over Fp, Λ be an attribute set for
A, and Cskew be a complementary matrix for A and Λ. If Pskew is a formatting matrix for Λ and
Cskew with respect to A, then for any A ∈ A,(

PskewAP
T
skew

)
[1, dim(kerskew(A,Λ)); 1,dim(kerskew(A,Λ))]

is a zero matrix.

Proof. Let v, v′ be two arbitrary rows of the first dim(kerskew(A,Λ)) rows of Pskew. By Definition 4.1,
vA is a linear combination of vectors in Λ. Since x · v′T = 0 for each x ∈ Λ, vAv′T = 0.

Definition 4.3 (kernel, complementary matrix, and formatting matrix for general matrix spaces).
Let A be a matrix subspace of M(m,n,Fp). An attribute set Λ for A is a set of linearly independent
row vectors in Fnp . The kernel for A and Λ, denoted as ker(A,Λ), is the space spanned by all row
vectors v ∈ Fmp such that 〈vA〉 is a subspace of 〈Λ〉.

A matrix C is a complementary matrix for A and Λ if the following conditions hold:

1. C is a full rank matrix in M(m− dim(ker(A, λ)),m,Fp).

2. The intersection of ker(A,Λ) and the row vector space spanned by all the rows of C contains
only the zero vector.

Given a complementary matrix C of Λ with respect to A, a matrix P is a left formatting matrix
for Λ and C with respect to A if the following conditions hold:

1. P is a matrix in GL(m,Fp).

2. The first dim(ker(A,Λ)) rows of P form a linear basis of ker(A,Λ).

3. The submatrix of P on the last m− dim(ker(A,Λ)) rows equal to C.

A matrix Q is a right formatting matrix for Λ with respect to A if the following conditions hold:

1. Q is a matrix in GL(n,Fp).
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2. Let qi be the i-th column vector of Q. For any 1 ≤ i ≤ n− |Λ|, x · qi = 0 for any x ∈ Λ.

Lemma 4.4. Let A be an m×n matrix space, Λ be an attribute set for A, and C be a complementary
matrix for A and Λ. If P is a left formatting matrix for Λ and C with respect to A, and Q is a
right formatting matrix for Λ with respect to A, then for any A ∈ A,

(PAQ)[1, dim(ker(A,Λ)); 1, n− |Λ|]

is a zero matrix.

Proof. Let v be an arbitrary row vector of the first dim(ker(A,Λ)) rows of P , and v′ be an arbitrary
column vector of the first n − |Λ| columns of Q. For any A ∈ A, by Definition 4.3, vA is a linear
combination of the row vectors in Λ. Since x ·v′ = 0 for each x ∈ Λ by Definition 4.3, vAv′ = 0.

As the main observation for the structure of low rank matrix spaces (Lemma 4.6), we show that
for any low rank matrix space A, there always exists a small attribute set such that the dimension
of ker(A,Λ) (or kerskew(A,Λ) if A is a skew-symmetric matrix space) is large.

Lemma 4.5. Let A1, A2, . . . , Ak be k matrices in M(m,n,Fp) for some prime p and positive in-
tegers k,m, n. If there exist d row vectors x1, x2, . . . , xd ∈ Fmp such that for every 1 ≤ i < d, the
following condition holds

〈{xjA` : 1 ≤ j ≤ i, 1 ≤ ` ≤ k}〉 6= 〈{xjA` : 1 ≤ j ≤ i+ 1, 1 ≤ ` ≤ k}〉 , (1)

then there is a linear combination of A1, A2, . . . , Ak with rank at least (1− 1/p)d.

Proof. Let X be the d × n matrix such that xi is the i-th row of X. To prove the lemma, it is
sufficient to show that if α1, . . . , αk are uniformly and independently sampled from {0, . . . , p− 1},
then we have the following expectation estimation.

Eα1,...,αk

[
rank

(
X

(
k∑
`=1

α`A`

))]
≥
(

1− 1

p

)
d.

If this is the case, then there exist α1, . . . , αk ∈ Fp such that

rank

(
k∑
`=1

α`A`

)
≥ rank

(
X

(
k∑
`=1

α`A`

))
≥
(

1− 1

p

)
d,

and then the lemma follows.
For any 1 ≤ i ≤ d, let Si be the set of row vectors{

(α1, . . . , αk) ∈ Fkp : xi

(
k∑
`=1

α`A`

)
∈ 〈{xjA` : 1 ≤ j ≤ i− 1, 1 ≤ ` ≤ k}〉

}
.

Since 〈{xjA` : 1 ≤ j ≤ i− 1, 1 ≤ ` ≤ k}〉 is a row vector space, if both (α1, . . . , αk) and (β1, . . . , βk)
are in Si, then (α1 + β1, . . . , αk + βk) is also in Si. Hence, the row vectors in Si form a subspace of
Fkp. By Inequality (1), Si does not contain all the vectors in Fkp. Hence |Si| ≤ pk−1. We have for
each 1 ≤ i ≤ d,

Prα1,...,αk

[
xi

(
k∑
`=1

α`A`

)
/∈ 〈{xjA` : 1 ≤ j ≤ i− 1, 1 ≤ ` ≤ k}〉

]
=
pk − |Si|

pk
≥ 1− 1

p
.
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If xi

(∑k
`=1 α`A`

)
is not in 〈{xjA` : 1 ≤ j < i, 1 ≤ ` ≤ k}〉, then xi

(∑k
`=1 α`A`

)
is not a linear

combination of x1

(∑k
`=1 α`A`

)
, . . . , xi−1

(∑k
`=1 α`A`

)
. Thus, we have

Eα1,...,αk

[
rank

(
X

(
k∑
`=1

α`A`

))]

≥
d∑
i=1

Prα1,...,αk

[
xi

(
k∑
`=1

α`A`

)
/∈ 〈{xjA` : 1 ≤ j < i, 1 ≤ ` ≤ k}〉

]

≥
(

1− 1

p

)
d.

Lemma 4.6. Let A be a matrix subspace of M(m,n,Fp) or a skew-symmetric matrix subspace of
SS(n,Fp) such that for each A ∈ A, rank (A) ≤ r for some positive integer r. There is an attribute
set Λ of size O(r2) for A such that

1. dim(ker(A,Λ)) ≥ m−O(r) if A is a matrix subspace of M(m,n,Fp), or

2. dim(kerskew(A,Λ)) ≥ n−O(r2) if A is a skew-symmetric matrix subspace of SS(n,Fp).

Proof. We first consider the case that A is a matrix subspace of M(m,n,Fp). Let A1, . . . , Ak be a
linear basis for A. Let x1, x2, . . . , xd ∈ Fmp be d row vectors for some positive integer d such that

for any 1 ≤ i ≤ d, there are at least pk/2 different α1, α2, . . . , αk ∈ Fp satisfying

rank

Xi

 k∑
j=1

αjAj

 > rank

Xi−1

 k∑
j=1

αjAj

 ,

where for each 1 ≤ i ≤ d, Xi is the i ×m matrix with xj as the j-th row of Xi for all 1 ≤ j ≤ i.
Since every linear combination of A1, . . . , Ak is of rank at most r, we have

d · p
k

2
≤ r · pk,

which implies d ≤ 2r. Suppose there does not exist a vector xd+1 ∈ Fmp such that there are at least

pk/2 different α1, α2, . . . , αk ∈ Fp satisfying

rank

Xd+1

 k∑
j=1

αjAj

 > rank

Xd

 k∑
j=1

αjAj

 .

For each row vector v ∈ Fmp such that v /∈ 〈x1, . . . , xd〉, there exist β1, . . . , βd ∈ Fp such that the

following condition holds for at least pk

2pd
different α1, α2, . . . , αk ∈ Fp

v ·

(
k∑
i=1

αkAk

)
=

(
d∑
i=1

βixi

)(
k∑
i=1

αkAk

)
.

Thus, 〈(v−
∑d

i=1 βixi)A〉 is a space of dimension at most d+ 1 = O(r). Hence, one can construct a
matrix P ∈ GL(m,Fp) satisfying the following properties: Let pi denote the row vector of the i-th
row of P ,
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1. pi = xi for any 1 ≤ i ≤ d.

2. 〈piA〉 is of dimension at most O(r) for any d+ 1 ≤ i ≤ m.

Let i1, . . . , it ∈ {d+ 1, . . . ,m} be a sequence of integers such that for each 1 ≤ j ≤ t〈
j−1⋃
`=1

〈pi`A〉

〉
6=

〈
j⋃
`=1

〈pi`A〉

〉
.

By Lemma 4.5, t ≤ r/(1− 1/p) ≤ 2r. Hence, the dimension of

S =

〈
n⋃

i=d+1

〈piA〉

〉

is at most 2r ·O(r) = O(r2). Let Λ be an arbitrary linear basis of S. We have |Λ| = O(r2). Since
〈piA〉 is a subspace of 〈Λ〉 for each d+ 1 ≤ i ≤ m, 〈pd+1, . . . , pm〉 is a subspace of ker(A,Λ). Hence,
dim(ker(A,Λ)) ≥ m− d = m−O(r).

Now we consider the case that A is a skew-symmetric matrix subspace of SS(n,Fp). With a
similar argument above, there is a set Λ of linearly independent row vectors over Fnp satisfying the
following conditions:

1. |Λ| = O(r2).

2. Let S be the space spanned by row vectors v ∈ Fnp such that 〈vA〉 is a subspace of 〈Λ〉.
dim(S) ≥ n−O(r).

Let T be the space spanned by row vectors v ∈ Fnp such that x · vT = 0 for all the x ∈ Λ. We have
dim(T) = n− |Λ|. Hence,

dim(kerskew(A,Λ)) =dim(S ∩ T)

≥dim(S) + dim(T)− n
=n−O(r) + n− |Λ| − n
=n−O(r2).

We also prove some useful properties for kernels with respect to a matrix space and an attribute
set.

Lemma 4.7. Let A be a matrix space. Let Λ and Λ′ be two attribute sets of A such that Λ is a
subset of Λ′. Then ker(A,Λ) is a subspace of ker(A,Λ′).

Let B be a skew-symmetric subspace such that each matrix in B is of dimension n × n. Let
∆ and ∆′ be two attribute sets of B such that ∆ is a subset of ∆′. Then dim(kerskew(A,∆′)) ≥
dim(kerskew(A,∆))− |∆′|+ |∆|.

Proof. By Definition 4.3, every row vector x ∈ ker(A,Λ) is also a vector in ker(A,Λ′). Hence,
ker(A,Λ) is a subspace of ker(A,Λ′).

For B, every row vector v ∈ kerskew(B,∆) satisfies the condition that 〈vB〉 is a subspace of
〈∆′〉. Let ∆′′ = ∆′ \∆, and S denote the space

〈{v ∈ Fnp : x · vT = 0 for all x ∈ ∆′′}〉.
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Hence, kerskew(B,∆) ∩ S is a subspace of kerskew(B,∆′). Since dim(S) = n− |∆′′|,

dim(kerskew(B,∆′)) ≥dim(kerskew(B,∆)) + dim(S)− n
=dim(kerskew(B,∆)) + n− |∆′′| − n
=dim(kerskew(B,∆))− |∆′|+ |∆|.

Lemma 4.8. Let A be a matrix subspace of M(m,n,Fp), X be a matrix in GL(m,Fp), and Y be
a matrix in GL(n,Fp). For any attribute set Λ of A, let Λ′ = {xY : x ∈ Λ}. Then ker(A,Λ)X−1 =
ker(XBY,Λ′).

Let B be a skew-symmetric matrix subspace such that each matrix in B is of dimension n× n,
and S be a matrix in GL(n,Fp). For any attribute set ∆ of B, let ∆′ = {xST : x ∈ ∆}. Then
kerskew(A,∆)S−1 = kerskew(SBST ,∆′).

Proof. Let v be an arbitrary row vector in ker(A,Λ). By Definition 4.3, 〈vA〉 is a subspace of 〈Λ〉
for any A ∈ A. Hence, 〈vX−1XA〉 is a subspace of 〈Λ〉, and thus 〈vX−1XAY 〉 is a subspace of
〈Λ′〉. By Definition 4.3, vX−1 is a row vector in ker(XBY,Λ′).

Similarly, let v′ be an arbitrary row vector in ker(XAY,Λ′). By Definition 4.3, 〈v′XAY 〉 is a
subspace of 〈Λ′〉 for any A ∈ A. Hence, 〈v′XA〉 is a subspace of 〈Λ〉. By Definition 4.3, v′X is a
row vector in ker(B,Λ). Hence, ker(A,Λ)X−1 = ker(XBY,Λ′).

Now we consider B. Let v be an arbitrary row vector in kerskew(B,∆). By Definition 4.1, we
have

1. 〈vB〉 is a subspace of 〈∆〉 for any B ∈ A.

2. x · vT = 0 for any x ∈ ∆.

Hence, 〈vS−1SB〉 is a subspace of 〈∆〉, and thus 〈vS−1SBST 〉 is a subspace of 〈∆′〉. In addition,
for any x′ ∈ ∆′, x′(ST )−1 is a vector in ∆, and thus we have

x′ · (vS−1)T = x′(S−1)T · vT = x′(ST )−1 · vT = 0.

Hence vS−1 is a vector in kerskew(SBST ,∆′).
Similarly, let v′ be an arbitrary row vector in kerskew(SBST ,∆′). By Definition 4.1, we have

1. 〈v′SBST 〉 is a subspace of 〈∆′〉 for any B ∈ A.

2. x′ · v′T = 0 for any x′ ∈ ∆′.

Hence, 〈v′SB〉 is a subspace of 〈∆〉. In addition, for any x ∈ ∆, xST is a vector in ∆′, and thus we
have

x · (v′S)T = x · ST v′T = xST · v′T = 0.

Hence v′S is a vector in kerskew(B,∆). Hence, kerskew(B,∆)S−1 = kerskew(SBST ,∆′).

Lemma 4.9. Let A be a matrix subspace of M(m,n,Fp) and B be a skew-symmetric matrix sub-
space of SS(n,Fp). Let Λ be a set of linearly independent row vectors in Fnp , and Cskew be a
complementary matrix for B and Λ. Then for any formatting matrix Pskew for Λ and Cskew with
respect to B, P Tskew is a right formatting matrix for A and Λ.

Proof. By Definition 4.1, for any row vector v that corresponds to one of the first n− |Λ| rows of
Pskew, x · vT = 0 for any x ∈ Λ. By Definition 4.3, P Tskew is a right formatting matrix for A and
Λ.
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5 Semi-canonical form of skew-symmetric matrix space tensors

In this section, we combine the matrix space individualization-refinement developed in Section 3 and
the low rank matrix space characterization developed in Section 4 to analyze the skew-symmetric
matrix spaces.

The main result of this section is a structure that accommodates the matrix space individualization-
refinement and the low rank matrix space characterization. The purpose of such a structure is to
establish a partial correspondence between matrices from two skew-symmetric matrix spaces after
applying the two techniques to the skew-symmetric matrix spaces.

For convenience, we use a 3-tensor representation of skew-symmetric matrix spaces and define
the semi-canonical form of skew-symmetric matrix space tensors.

5.1 Skew-symmetric matrix space tensors

Following [LQ17], we define the tensor representation of a skew-symmetric matrix space.

Definition 5.1. Let G be a skew-symmetric matrix subspace of SS(n,Fp) with dimension m. A
3-tensor G ∈ Fm×n×np is a tensor of G if G is equal to the space spanned by A1, . . . , Am, where
Ai[j, k] = G[i, j, k] for all the 1 ≤ i ≤ m and 1 ≤ j, k ≤ n, and G[i, j, k] is the (i, j, k)-th entry of
G.

Given a skew-symmetric matrix space tensor G, we use XG,i to denote the n×n matrix such that
XG,i[j, k] = G[i, j, k], use YG,j to denote the m×n matrix such that YG,j [i, k] = G[i, j, k], and use
ZG,k to denote the m×n matrix such that ZG,k[i, j] = G[i, j, k] for all the 1 ≤ i ≤ m, 1 ≤ j, k ≤ n.
We also use XG to denote the space 〈XG,1, . . .XG,m〉, use YG to denote the space 〈YG,1, . . .YG,n〉,
and use ZG to denote the space 〈ZG,1, . . .ZG,n〉.

Fact 5.2. Let G ∈ Fm×n×np be the tensor for a skew-symmetric matrix space. Then the following
properties hold:

1. XG is a skew-symmetric matrix space of dimension m.

2. YG and ZG are matrix spaces of dimension n.

3. YG,j = −ZG,j for all the 1 ≤ j ≤ n.

Proof. The first and second properties are obtained by the definition of G and Fact 2.8. For the
third property, since G[i, j, k] = −G[i, k, j] holds for any 1 ≤ i ≤ m, 1 ≤ j, k ≤ n, we have

YG,j [i, k] = G[i, j, k] = −G[i, k, j] = −ZG,j [i, k]

for any 1 ≤ i ≤ m, 1 ≤ j, k ≤ n.

Let N be a matrix in GL(n,Fp) and M be a matrix in GL(m,Fp). The transform of G by N
and M , denoted as TransN,M (G), is the tensor H ∈ Fm×n×np such that

XH,i =
m∑
i′=1

M [i, i′] ·
(
N · XG,i′ ·NT

)
.

We define the isometry of two tensors.

Definition 5.3. Let G,H ∈ Fm×n×np be tensors of two skew-symmetric matrix spaces. G and H are
isometric if there are two matricesN ∈ GL(n,Fp) andM ∈ GL(m,Fp) such that TransN,M (G) = H.
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Lemma 5.4. Let G and H be two skew-symmetric matrix spaces. G and H are isometric if and
only if their tensors are isometric.

Proof. Let G and H be the tensors of G and H, respectively. Let (G1, . . . , Gm) be the linear basis
of G such that G[i, j, k] = Gi[j, k] for all the 1 ≤ i ≤ m and 1 ≤ j, k ≤ n. Let (H1, . . . ,Hm) be the
linear basis of H such that H[i, j, k] = Hi[j, k] for all the 1 ≤ i ≤ m and 1 ≤ j, k ≤ n.

If G and H are isometric, then by Definition 2.5, there is a matrix N ∈ GL(n,Fp) such that
NGNT = H. Hence, there is a matrix M ∈ GL(m,Fp) such that

Hi =

m∑
i′=1

M [i, i′] ·
(
N ·Gi ·NT

)
for all the 1 ≤ i ≤ m. By the definition of tensor transform, we have TransN,M (G) = H.

If G and H are isometric, then by Definition 5.3, there are matrices N ∈ GL(n,Fp) and
M ∈ GL(m,Fp) such that TransN,M (G) = H. Hence, we have Hi =

∑m
i′=1M [i, i′] ·N ·Gi ·NT for

all the 1 ≤ i ≤ m. Thus, G and H are isometric.

Fact 5.5. Let G be a skew symmetric matrix space tensor in Fm×n×np . Let L1 and L2 be two
matrices in GL(n,Fp), and R1 and R2 be two matrices in GL(m,Fp). Then

TransL1·L2,R1·R2(G) = TransL1,R1 (TransL2,R2(G)) .

Proof. By the definition of TransL1·L2,R1·R2(G), we have

XTransL1·L2,R1·R2
(G),i =

m∑
i′=1

(R1 ·R2)[i, i′] ·
(
(L1 · L2) · XG,i′ · (L1 · L2)T

)
=

m∑
i′=1

m∑
i′′=1

R1[i, i′′] ·R2[i′′, i′] ·
(
L1

(
L2 · XG,i′ · LT2

)
LT1
)

=

m∑
i′′=1

R1[i, i′′]

(
L1

(
m∑
i′=1

·R2[i′′, i′] · L2 · XG,i′ · LT2

)
LT1

)

=
m∑

i′′=1

R1[i, i′′]
(
L1 · XTransL2,R2

(G),i′′ · LT1
)

=XTransL1,R1(TransL2,R2
(G)),i.

5.2 Semi-canonical form of skew-symmetric matrix space tensors

We first give the intuition behind the semi-canonical form of a skew-symmetric tensor. Con-
sider a skew-symmetric matrix space tensor G. Suppose we apply left and right individualiza-
tion matrices Lskew and Rskew for space XG, and reorder matrices of XG,1, . . . ,XG,m such that
(XG,1, . . . ,XG,m) becomes a semi-canonical basis of XG with respect to Lskew and Rskew. Let
Pskew be a formatting matrix for zeroLskew,Rskew

(XG) and an attribute set. If we apply the for-
matting matrix Pskew to each of XG,1, . . . ,XG,m in a way that XG,i becomes PskewXG,iP

T
skew, then

the first dim(zeroLskew,Rskew
(XG)) matrices of XG,1, . . . ,XG,m have non-zero entries only in the last

few rows or columns. See Figure 4(a) for an illustration: The black layers correspond to the first
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Figure 4: (a) The matrix space individualization-refinement and the low rank matrix character-
ization of XG, and (b) the matrix space individualization-refinement and the low rank matrix
characterization of YG

dim(zeroLskew,Rskew
(XG)) matrices of XG,1, . . . ,XG,m, and the red layers correspond to the remain-

ing matrices of XG,1, . . . ,XG,m. The rectangles enclosed by black dashed lines are zero submatrices
in the first dim(zeroLskew,Rskew

(XG)) matrices of XG,1, . . . ,XG,m.
We apply the same operation for the matrix space YG. Suppose we apply left and right

individualization matrices L and R for space YG, and reorder matrices of YG,1, . . . ,YG,n such that
(YG,1, . . . ,YG,n) becomes a semi-canonical basis of YG with respect to L and R. If we further
apply left formatting matrix P and right formatting matrix Q to each of YG,1, . . . ,YG,n in a way
that YG,i becomes P ·YG,i ·Q, then the first dim(zeroL,R(YG)) matrices of YG,1, . . . ,YG,n have
non-zero entries only in the last few rows or columns.

To maintain the skew-symmetric property, we also apply the same operation on ZG using
ZG,j = −YG,j for any 1 ≤ j ≤ n. Then the first dim(zeroL,R(ZG)) matrices of ZG,1, . . . ,ZG,n have
non-zero entries only in the last few rows or columns. See Figure 4(b) for an illustration: The
black layers correspond to the first dim(zeroL,R(YG)) matrices of YG,1, . . . ,YG,n. The blue layers
correspond to the matrices affected by the operation on ZG so that the last few columns have zero
entries in the first few rows. The red layers are the remaining matrices of YG,1, . . . ,YG,n.

We show that if the attribute sets used for XG and YH are the same, then with fixed in-
dividualization matrices and complementary matrices, by carefully combining the matrix space
individualization-refinement and low rank space characterization for XG, YG, and ZG together, we
obtain the semi-canonical form of the tensor as shown in Figure 2(a). The blue region is called the
surface of the semi-canonical form of the tensor. The other region (the union of the red cube and
the transparent region) is called the kernel of the semi-canonical form of the tensor. This is also the
underlying reason for the term “semi-canonical form”: The semi-canonical forms can be different
with respect to the fixed attribute set, individualization matrices, and complementary matrices, as
the formatting matrices used can be different. But the kernels of different semi-canonical forms are
the same (Lemma 5.10).

If two tensors are isometric, and semi-canonical forms of the two tensors are obtained by the
same individualization matrices, complementary matrices, and attribute sets (up to an isometry
between the two tensors), then the kernels of the two semi-canonical forms are the same. So, to
determine whether the two tensors are isometric, one only needs to check further if there are for-
matting matrices to make the surfaces of the two tensors to be identical.
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Before formally defining the semi-canonical form of a tensor, we first define the characterization
tuple, which consists of the individualization matrices, the attribute set, and the complementary
matrices used to define the semi-canonical form.

Definition 5.6. Let G ∈ Fn×n×mp be a tensor for a skew-symmetric matrix space. A characteriza-
tion tuple for a skew-symmetric matrix space tensor G is a 5-tuple

(Lskew, L,Λ, Cskew, C)

satisfying the following conditions:

1. Lskew is a matrix with n columns such that Lskew and LTskew are left and right individualization
matrices for the skew-symmetric matrix space XG.

2. L is a matrix with m columns such that L and LTskew are left and right individualization
matrices for the matrix space YG.

3. Λ is is an attribute set for both zeroLskew,L
T
skew

(XG) and zeroL,LT
skew

(YG).

4. Cskew is a complementary matrix for zeroLskew,L
T
skew

(XG) and Λ.

5. C is a complementary matrix for zeroL,LT
skew

(YG) and Λ.

Remark 5.7. We remark that in the 5-tuple (Lskew, L,Λ, Cskew, C), Lskew, L and Λ can be arbitrary,
but Cskew and C are not arbitrary. Cskew needs to be a complementary matrix for zeroLskew,L

T
skew

(XG)

and Λ, and C needs to be a complementary matrix for zeroL,LT
skew

(YG) and Λ.

We further define a few notations for convenience. Let

XG,ker(YG,Λ)

be the space spanned by
∑m

i=1 v[i] · XG,i for all the v ∈ ker(YG,Λ), and

YG,kerskew(XG,Λ)

be the space spanned by
∑n

j=1 v[j] ·YG,j for all the v ∈ kerskew(XG,Λ). Let

αX,G,Lskew
:= dim

(
zeroLskew,L

T
skew

(
XG,ker(YG,Λ)

))
,

βX,G,Lskew
:= dim

(
Lskew · XG,ker(YG,Λ) · LTskew

)
,

αY,G,Lskew,L := dim
(

zeroL,LT
skew

(
YG,kerskew(XG,Λ)

))
,

and
βY,G,Lskew,L := L ·YG,kerskew(XG,Λ) · LTskew.

If G, Lskew and L are fixed and there is no confusion, we use αX, βX, αY, and βY to denote αX,G,Lskew
,

βX,G,Lskew
, αY,G,Lskew,L and βY,G,Lskew,L, respectively. We define the semi-canonical form for a skew-

symmetric tensor space tensor as follows.

Definition 5.8. A semi-canonical form of G ∈ Fm×n×np with respect to (Lskew, L,Λ, Cskew, C),
denoted as SCLskew,L,Λ,Cskew,C(G) (or SC(G) if there is no confusion), is a tensor with the same
dimension as G such that SCLskew,L,Λ,Cskew,C(G) = TransN,M (G) for some N ∈ GL(n,Fp) and
M ∈ GL(m,Fp) satisfying the following two conditions:
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1. N is a formatting matrix for Λ and Cskew with respect to the skew-symmetric matrix space
zeroLskew,L

T
skew

(XG) such that for TransN,Im(G),(
YTransN,Im (G),1 · (NT )−1, . . . ,YTransN,Im (G),αY+βY · (N

T )−1
)

is a semi-canonical basis of the matrix space YG,kerskew(XG,Λ) with respect to L and LTskew.

2. M is a left formatting matrix for Λ and C with respect to matrix space zeroL,LT
skew

(YG) such

that for TransIn,M (G),

(XTransIn,M (G),1, . . . ,XTransIn,M (G),αX+βX)

is a semi-canonical basis of matrix space XG,ker(YG,Λ) with respect to Lskew and LTskew.

In addition, αX, βX, αY and βY are the parameters of the semi-canonical form.

We remark that the semi-canonical form, with respect to fixed (Lskew, L,Λ, Cskew, C), might not
be unique using different transforming matrices M and N . But we show that the kernels of the
semi-canonical forms with a fixed characterization tuple are identical (Lemma 5.10).

Lemma 5.9. Let SC(G) be a semi-canonical form of G with parameters αX, βX, αY, and βY. Then
SC(G)[i, j, k] = 0 if at least one of the following conditions holds:

1. 1 ≤ i ≤ αX, 1 ≤ j, k ≤ αY + βY;

2. 1 ≤ i ≤ αX + βX, 1 ≤ j ≤ αY, 1 ≤ k ≤ αY + βY;

3. 1 ≤ i ≤ αX + βX, 1 ≤ j ≤ αY + βY, 1 ≤ k ≤ αY.

Proof. By Definition 5.8, there are two matrices M and N such that SC(G) = TransN,M (G).
Recall that N is a formatting matrix for Λ and Cskew with respect to

zeroLskew,L
T
skew

(XG).

By Definition 5.8, for any 1 ≤ i ≤ αX, XTransIn,M (G),i is a matrix in

zeroLskew,L
T
skew

(
XG,ker(YG,Λ)

)
,

which is a subspace of zeroLskew,L
T
skew

(XG). Since

XSC(G),i = N · XTransIn,M (G),i ·NT ,

XSC(G),i[1, αY+βY; 1, αY+βY] is a zero matrix. Hence, if the first condition holds, then SC(G)[i, j, k] =
0.

Notice that M is a left formatting matrix for Λ and C with respect to

zeroL,LT
skew

(YG),

and NT is a right formatting matrix for Λ and C with respect to

zeroL,LT
skew

(YG)
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by Lemma 4.9. Since for any 1 ≤ j ≤ αY

YSC(G),j = M ·YTransN,Im (G),i = M · Yi ·NT

for some Yi ∈ YG,kerskew(XG,Λ) by Definition 5.8, YSC(G),j [1, αX + βX; 1, αY + βY] is a zero matrix.
Hence, if the second condition holds, then SC(G)[i, j, k] = 0.

Since ZSC(G),j = −YSC(G),j for all the 1 ≤ j ≤ n, if the third condition holds, then SC(G)[i, j, k] =
0.

Lemma 5.10. Let G ∈ Fn×n×mp be a tensor for a skew-symmetric matrix space. If SC(G) and
SC(G)′ are two semi-canonical forms of G with respect to the same characterization tuple with
parameters αX, βX, αY, and βY, then we have the following properties.

1. There are two matrices

M † =

 X 0 0
Y IβX 0
0 0 Im−αX−βX

 and N † =

 X ′ 0 0
Y ′ IβY 0

0 0 In−αY−βY

 (2)

for some X ∈ GL(αX,Fp), X ′ ∈ GL(αY,Fp), Y ∈ M(βX, αX,Fp), and Y ′ ∈ M(βY, αY,Fp)
such that TransN†,M†(SC(G)) = SC(G)′.

2. SC(G)[i, j, k] = SC(G)′[i, j, k] for any 1 ≤ i ≤ αX + βX, 1 ≤ j, k ≤ αY + βY.

Proof. Let N and M be two matrices such that SC(G) = TransN,M (G). Let N ′ and M ′ be two
matrices such that SC(G)′ = TransN ′,M ′(G). We prove the first property with N † = N ′ ·N−1 and
M † = M ′ ·M−1. By Fact 5.5, we have TransN†,M†(SC(G)) = SC(G)′. So we only need to prove

that M † and N † satisfy Equation (2).
By Definition 5.8 and Lemma 3.4, we have the following properties for the matrix space XG:

(a). For the XG,ker(Y,Λ) we have

zeroLskew,L
T
skew

(
XG,ker(Y,Λ)

)
=
〈
XTransIn,M (G),1, . . . ,XTransIn,M (G),αX

〉
=
〈
XTransIn,M′ (G),1, . . . ,XTransIn,M′ (G),αX

〉
.

(b). For all the αX + 1 ≤ i ≤ αX + βX,

XTransIn,M′ (G),i = XTransIn,M (G),i +Xi

for some Xi ∈ zeroLskew,L
T
skew

(
XG,ker(Y,Λ)

)
(c). For all the αX + βX + 1 ≤ i ≤ m,

XTransIn,M (G),i = XTransIn,M′ (G),i

The property (a) implies that each of the first αX rows of M ′ is a linear combination of the first
αX rows of M . The property (b) implies that for all the αX + 1 ≤ i ≤ αX + βX, the i-th row of M ′

is the i-th row of M plus a linear combination of the first αX rows of M . The property (c) implies
that for all the αX + βX ≤ i ≤ m, i-th row of M ′ is the same as the i-th row of M . Hence, M †

satisfies Equation (2).
Also, by Definition 5.8 and Lemma 3.4, we have the following properties for the matrix space

Y:
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(d). For the YG,kerskew(X,Λ) we have

zeroL,LT
skew

(
YG,kerskew(X,Λ)

)
=
〈
YTransN,Im (G),1 ·

(
NT
)−1

, . . . ,YTransN,Im (G),αY
·
(
NT
)−1
〉

=
〈
YTransN′,Im (G),1 ·

(
N ′T

)−1
, . . . ,YTransN′,Im (G),αY

·
(
N ′T

)−1
〉
.

(e). For all the αY + 1 ≤ j ≤ αY + βY,

YTransN′,Im (G),i ·
(
N ′T

)−1
= (YTransN,Im (G),i + Yi) ·

(
NT
)−1

for some Yi ∈
〈
YTransN,Im (G),1 . . . ,YTransN,Im (G),αY

〉
(d). For all the αY + βY + 1 ≤ j ≤ n,

YTransN′,Im (G),j ·
(
N ′T

)−1
= YTransN,ImG),j ·

(
NT
)−1

The property (d) implies that each of the first αY rows of N ′ is a linear combination of the first
αY rows of N . The property (e) implies that for all αY + 1 ≤ j ≤ αY + βY, the j-th row of N ′ is
the j-th row of N plus a linear combination of the first αY rows of N . The property (f) implies
that for all αY + βY + 1 ≤ j ≤ n, the j-th row of N ′ is the same as the j-th row of N . Hence, N †

satisfies Equation (2). Hence, the first property of the current lemma holds.
The second property of the lemma is obtained by the first property and Lemma 5.9.

By the results from Section 3 and Section 4, we show that there is always a characterization tuple
such that the attribute set contains a small number of row vectors, and each of the individualization
and complementary matrices contains a small number of rows. This means that for the isometry
testing of two skew-symmetric matrix space tensors, one can enumerate the characterization tuples
so that the isometry testing of two tensors reduces to isometry testing of the semi-canonical forms
of the two tensors.

Lemma 5.11. For every skew-symmetric matrix space tensor G ∈ Fm×n×np , there exists a charac-
terization tuple (Lskew, L,Λ, Bskew, B) satisfying the following conditions:

1. Lskew is a matrix in M(O(max{m,n} log(p)/n0.2), n,Fp).

2. L is a matrix in M(O(n log(p)/n0.2),m,Fp).

3. |Λ| = O(n0.4).

4. Cskew is a matrix in M(O(n0.8), n,Fp).

5. C is a matrix in M(O(n0.8),m,Fp).

Proof. Let r = n0.4. By Lemma 3.2, there exist two matrices

L1 ∈M(O(max{m log(p), r}/
√
r), n,Fp) and R1 ∈M(n,O(max{m log(p), r}/

√
r),Fp)

such that L1XR1 is a non-zero matrix for each X ∈ XG of rank at least r. By Lemma 3.2, there
exist two matrices

L2 ∈M(O(max{n log(p), r}/
√
r),m,Fp) and R2 ∈M(n,O(max{n log(p), r}/

√
r),Fp)
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such that L2Y R2 is a non-zero matrix for each Y ∈ YG of rank at least r. Let Lskew be a matrix
such that every row vector of L1, RT1 , and RT2 is a linear combination of the row vectors of Lskew,
and L be L2. Thus Lskew has

O(max{m log(p), n log(p), r}/
√
r) = O(max{m,n} log(p)/

√
r) = O(max{m,n} log(p)/n0.2)

rows, and L has O(n log(p)/n0.2) rows. We have that LskewXL
T
skew is a non-zero matrix for each

X ∈ XG of rank at least r, and LY LTskew is a non-zero matrix for each Y ∈ YG of rank at least r.
By Lemma 4.6, there is a set of linearly independent row vectors in Fnp , denoted as Λ′, such

that the following two conditions hold

1. |Λ′| ≤ O(r2).

2. dim(kerskew(zeroLskew,L
T
skew

(XG)),Λ′) ≥ n−O(r2).

Also, by Lemma 4.6, there is a set of linearly independent row vectors in Fnp , denoted as Λ′′,
such that the following two conditions hold

1. |Λ′′| ≤ O(r2).

2. dim(ker(zeroL,LT
skew

(YG),Λ′′)) ≥ m−O(r).

Let Λ be a set of linear independent row vectors of size at most |Λ′| + |Λ′′| = O(r2) such that
〈Λ〉 = 〈Λ′ ∪ Λ′′〉. By Lemma 4.7, we have

ker
(

zeroL,LT
skew

(YG),Λ′′
)
≤ ker

(
zeroL,LT

skew
(YG),Λ

)
and

dim
(

kerskew

(
zeroLskew,L

T
skew

(XG),Λ
))
≥ dim

(
kerskew

(
zeroLskew,L

T
skew

(XG),Λ′
))
− |Λ|.

Thus, we have

dim
(

kerskew

(
zeroLskew,L

T
skew

(XG),Λ
))
≥ n−O(r2)− |Λ| ≥ n−O(n2)

and
dim

(
ker
(

zeroL,LT
skew

(YG),Λ
))
≥ m−O(r) ≥ m−O(r2).

Finally, any complementary matrix for the matrix space zeroLskew,L
T
skew

(XG) and Λ has

n− dim
(

kerskew

(
zeroLskew,L

T
skew

(XG),Λ
))

= O(r2)

rows, and any complementary matrix for the matrix space zeroL,LT
skew

(YG) and Λ has

m− dim
(

ker(zeroL,LT
skew

(YG),Λ)
)

= O(r2)

rows.

We present an algorithm to compute a semi-canonical form of a given skew-symmetric matrix
space tensor based on a given characterization tuple.
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Tensor Semi-Canonical Form Construction Algorithm
Input: A skew-symmetric tensor G and a characterization tuple (Lskew, L,Λ, Cskew, C)
Output: SCLskew,L,Λ,Cskew,C(G)

1. Compute a linear basis of kerskew(XG,Λ) and a linear basis of ker(YG,Λ).

2. Compute a semi-canonical basis (X1, . . . , XαX+βX) of XG,ker(YG,Λ) with respect to Lskew

and LTskew, and a semi-canonical basis (Y1, . . . , YαY+βY) of YG,kerskew(XG,Λ) with respect

to L and LTskew.

3. Compute a matrix M ∈ GL(m,Fp) satisfying the following two conditions

• Let mi be the i-th row of M .
∑m

i′=1mi[i
′] · XG,i′ = Xi for all the 1 ≤ i ≤ αX + βX.

• The i-th row M is the same as the (i−αX−βX)-th row of C for all the αX+βX+1 ≤
i ≤ m.

4. Compute a matrix N ∈ GL(n,Fp) satisfying the following two conditions

• Let ni be the i-th row of N .
∑n

i′=1 ni[i
′] ·YG,i′ = Yi for all the 1 ≤ i ≤ αY + βY.

• The i-th rowN is the same as the (i−αY−βY)-th row of Cskew for all the αY+βY+1 ≤
i ≤ n.

5. Return TransN,M (G).

Lemma 5.12. Given a skew-symmetric matrix space tensor G ∈ Fm×n×np and a characterization
tuple (Lskew, L,Λ, Cskew, C), there is an algorithm to construct a semi-canonical form of G with
respect to (Lskew, L,Λ, Cskew, C) in time pO(n+m) · poly(n,m, p).

Proof. The correctness of the algorithm is obtained by Definition 5.8. Now we bound the running
time. For the first step of the algorithm, to compute a linear basis of kerskew(XG,Λ), one can com-
pute all the vectors in kerskew(XG,Λ) by enumerating all the possible vectors and then compute a
linear basis. ker(YG,Λ) can be computed similarly. Hence, the first step takes pO(n+m)·poly(n,m, p)
time. By Lemma 3.5, the second step of the algorithm takes pO(n+m) · poly(n,m, p) time. For the
third and fourth steps, computing a row of N (or M) can be done by enumerating all the row vectors
of dimension n (or m). Hence, the third and fourth steps take pO(n+m) · poly(n,m, p) time.

5.3 Isometry of skew-symmetric matrix space tensor semi-canonical forms

We define the isometry between semi-canonical forms of two tensors and give an algorithm for the
isometry testing of two skew-symmetric matrix space tensors assuming there is an algorithm for
the isometry testing of tensor semi-canonical forms.

Definition 5.13 (Tensor semi-canonical form isometry). Two skew-symmetric matrix space tensor
semi-canonical forms SC(G) and SC(H) in Fm×n×np are isometric if the following two conditions
hold:

1. The parameters αX, βX, αY and βY of the two semi-canonical forms are the same.
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2. There exist matrices

M =

 X 0 0
Y IβX 0
0 0 Im−αX−βX

 and N =

 X ′ 0 0
Y ′ IβY 0

0 0 In−αY−βY

 (3)

for some X ∈ GL(αX,Fp), X ′ ∈ GL(αY,Fp), Y ∈ M(βX, αX,Fp), and Y ′ ∈ M(βY, αY,Fp)
such that TransN,M (SC(G)) = SC(H).

We give an algorithm for the isometry testing of two skew-symmetric matrix space tensors
assuming there is an algorithm for the isomorphism testing of tensor semi-canonical forms.

Skew-Symmetric Matrix Space Tensor Isometry Testing Algorithm
Input: Two skew-symmetric matrix space tensors G,H ∈ Fm×n×np for some prime p > 2 and
positive integers n,m.
Output: Yes or no.

1. Let `1 = O((m+n) log(p)/n0.2), `2 = O(n log(p)/n0.2), and `3 = O(n0.4) and `4 = O(n0.8).

2. For each (LG,skew, LG,ΛG, CG,skew, CG) and (LH,skew, LH,ΛH, CH,skew, CH) satisfying the
following conditions:

• LG,skew, LH,skew ∈M(`1, n,Fp), LG, LH ∈M(`2,m,Fp);
• |ΛG| = |ΛH| = `3;

• dim(ker(zeroLG,skew,L
T
G,skew

(XG),ΛG)) ≥ n− `4;

• dim(ker(zeroLG,L
T
G,skew

(YG),ΛG)) ≥ m− `4;

• dim(ker(zeroLH,skew,L
T
H,skew

(XH),ΛH)) ≥ n− `4;

• dim(ker(zeroLH,L
T
H,skew

(YH),ΛH)) ≥ m− `4,

run the following algorithm

(a) Construct SCLG,skew,LG,ΛG,CG,skew,CG
(G) and SCLH,skew,LH,ΛH,CH,skew,CH

(H), and
denote the resulting semi-canonical forms as SC1 and SC2, respectively.

(b) If SC1 and SC2 have different parameters, then continue.

(c) Run the algorithm for the isometry testing of semi-canonical forms for two skew-
symmetric matrix tensors with SC1 and SC2. If the algorithm returns yes, then
return yes.

3. Return no.

Lemma 5.14. If there is an algorithm to determine whether the semi-canonical forms of two skew-
symmetric matrix space tensors in Fm×n×np are isometric with running time T (p, n,m), then there
is an algorithm for isometry testing of two skew-symmetric matrix space tensors in time

pO((m+n)n0.8 log(p)) · T (p, n,m) · poly(p, n,m).
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Proof. Let G and H be the two input tensors. We first prove the correctness of the algorithm. If G
and H are isometric, then there are M ∈ GL(m,Fp) and N ∈ GL(n,Fp) such that TransN,M (G) =
H. By Lemma 5.11, there is a characterization tuple

(LG,skew, LG,ΛG, CG,skew, CG)

for tensor G enumerated by the algorithm satisfying the conditions of Lemma 5.11. Let ΛH =
{x ·NT : x ∈ ΛG}. Then the tuple

(LG,skew ·N−1, LG ·M−1,ΛH, CG,skew ·N−1, CG ·M−1)

is a characterization tuple for H, and is enumerated in the algorithm. Hence, the algorithm returns
yes after running the algorithm for skew-symmetric tensor semi-canonical form isometry testing
on the semi-canonical forms of G and H with respect to the above two characterization tuples,
respectively.

On the other hand, if the algorithm for skew-symmetric tensor semi-canonical form isometry
testing returns yes on two semi-canonical forms, then there is a transform to make the two tensors
equal. Hence, the algorithm returns yes if and only if G and H are isometric.

Now we bound the running time of the algorithm. Since LG,skew and LH,skew are of dimension
O(max{m,n} log(p)/n0.2) × n, LG and LH are of dimension O(n log(p)/n0.2) × m, ΛG and ΛH

contain at most O(n0.4) vectors, each of CG,skew CH,skew, CG and CH contains at most O(n0.8)
rows, there are at most

pO((m+n)n0.8 log(p)) · pO(n0.4·n) · pO(n0.8(n+m)) = pO((n+m)n0.8 log(p))

different pairs of (LG,skew, LG,ΛG, CG,skew, CG) and (LH,skew, LH,ΛH, CH,skew, CH) enumerated in
step 2 of the algorithm. By Lemma 5.12, for each enumerated pair of

(LG,skew, LG,ΛG, CG,skew, CG) and (LH,skew, LH,ΛH, CH,skew, CH),

the running time of step 2(a) to step 2(c) is

pO(n+m) · poly(n,m, p) + T (p, n,m).

Then we obtain the desired overall running time.

6 Isometry testing for skew-symmetric matrix space tensor semi-
canonical forms

In this section, we present an algorithm to determine whether the semi-canonical forms of two
skew-symmetric tensors in Fm×n×np are isometric in poly(p, n,m) time for any prime p > 2.

Our approach constructs a skew matrix tuple for each semi-canonical form so that the isometry
testing of tensor semi-canonical forms reduces to deciding whether the two skew-symmetric matrix
tuples have a block diagonal isometry (Lemma 6.2). Making use of the properties of the skew matrix
tuples constructed, we further show that the problem of deciding whether the two skew-symmetric
tuples have a block diagonal isometry reduces to the skew-symmetric tuple isometry problem and
the matrix tuple equivalence problem (Lemma 6.8).
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6.1 Matrix tuple for skew-symmetric matrix space tensor semi-canonical forms

We present our skew-symmetric matrix tuple construction for a skew-symmetric matrix space tensor
semi-canonical form in this subsection.

Before formally defining our matrix tuple, we first give a high level overview of our construction.
Given a semi-canonical form SC(G) of a skew-symmetric matrix space tensor G with parameters
αX, βX, αY, and βY, we let

n′ := αY + βY and m′ := αX + βX.

In the skew matrix tuple of SC(G), denoted as FSC(G), all the matrices are in SS(3+n+m′,Fp).
The fourth row to the (3 + n)-th row of matrices in FSC(G) correspond to the rows of matrices
in the matrix space XG. The last m′ rows of matrices in FSC(G) correspond to the first m′ rows
of matrices in YG (or equivalently ZG). The first three rows of matrices in FSC(G) are auxiliary
rows used to fix the correspondence between the (4 +αY) to (3 +n)-th rows of matrices in FSC(G)

and the (αY + 1)-th row to n-th row of matrices in XG, as well as the correspondence between the
(4 + n+ αX)-th row to the (3 + n+m′)-th row of matrices in FSC(G) and the (αX + 1)-th row to
m′-th row of matrices in YG.

Figure 5: (a) The matrices in FSC(G). (b) A` and B`.

See Figure 5(a) for an illustration. The submatrices on R1 for all the matrices in FSC(G) are
used to encode the matrices of the kernel (the second step in the construction of FSC(G)), as well as
the skew-symmetric matrices in the surface for XG, i.e., XG,m′+1, . . . ,XG,m (the second, third, and
fourth step in the construction of FSC(G)). The submatrices on R2 for all the matrices in FSC(G)

are used to encode the matrices in the surface of YG, excluding the intersection with the surface of
XG (the sixth and seventh step in the construction of FSC(G)). Consequently, submatrices on the

last m′ rows and columns from the 4-th to the (3 +n)-th (−RT2 in Figure 5(a)) for all the matrices
in FSC(G) encode the matrices in the surface of ZG, excluding the intersection with the surface
of XG . The submatrices on R3 for all the matrices in FSC(G) are used to fix the correspondence
between some rows of matrices in FSC(G) and some rows in the matrices of XG and YG (the fifth
and eighth steps in the construction of FSC(G)). The submatrices on R4 for all the matrices in
FSC(G) are used to fix the first three rows (the first step in the construction of FSC(G)). The
submatrices on the last m′ rows and the last m′ columns for all the matrices in FSC(G) are always
zero matrices.
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The construction of the skew-symmetric matrix tuple for SC(G) is defined in Figure 6. The
matrix tuple contains t matrices for some t = poly(n,m).

FSC(G) = (F1, . . . , Ft) Construction

(For each matrix, the undefined entries are zeros.)

1. Let t1 = 3. F1(1, 2) = 1, F1(2, 1) = −1, F2(1, 3) = 1, F2(3, 1) = −1, F3(2, 3) = 1, and
F3(3, 2) = −1.

2. Let t2 = t1 +m−αX. For each t1 + 1 ≤ ` ≤ t2, the submatrix F`[4, n
′+ 3; 4, n′+ 3] equals

XSC(G),αX+(`−t1)[1, n
′; 1, n′].

3. Let t3 = t2 +m−m′. For each t2 +1 ≤ ` ≤ t3, the submatrix F`[n
′+4, n+3;n′+4, n+3]

equals XSC(G),m′+(`−t2)[n
′ + 1, n;n′ + 1, n].

4. Let t4 = t3 +m−m′. For each t3 + 1 ≤ ` ≤ t4, the submatrix F`[4, n
′ + 3;n′ + 4, n+ 3]

equals XSC(G),m′+(`−t3)[1, n
′;n′ + 1, n], and the submatrix of F`[n

′ + 4, n + 3; 4, n′ + 3]
equals XSC(G),m′+(`−t3)[n

′ + 1, n; 1, n′].

5. Let t5 = t4+2(n−αY). For each 1 ≤ ` ≤ (n−αY), Ft4+2`−1(1, 3+αY+`) = 1, Ft4+2`−1(3+
αY + `, 1) = −1, Ft4+2`(2, 3 + αY + `) = 1, and Ft4+2`(3 + αY + `, 2) = −1.

6. Let t6 = t5+n−αY. For each t5+1 ≤ ` ≤ t6, the submatrix F`[3+n+1, 3+n+m′; 4, n′+3]
equals YSC(G),`−t5+αY

[1,m′; 1, n′], and the submatrix F`[4, n
′ + 3; 3 + n + 1, 3 + n + m′]

equals −(YSC(G),`−t5+αY
[1,m′; 1, n′])T .

7. Let t7 = t6 + n − n′. For each t6 + 1 ≤ ` ≤ t7, F`[3 + n + 1, 3 + n + m′;n′ + 4, n + 3]
equals YSC(G),`−t6+n′ [1,m

′;n′ + 1, n]. F`[n
′ + 4, n + 3; 3 + n + 1, 3 + n + m′] equals

−(YSC(G),`−t6+n′ [n
′ + 1, n; 1,m′])T .

8. Let t = t7 + 2βX. For each 1 ≤ ` ≤ βX, Ft7+2`−1(1, 3 + n + αX + `) = 1, Ft7+`(3 + n +
αX + `, 1) = −1, Ft7+2`(2, 3 + n+ αX + `) = 1, and Ft7+2`(3 + n+ αX + `, 2) = −1.

Figure 6: FSC(G) construction

As illustrated in Figure 5(b), for a matrix F` ∈ FSC(G), we use A` to denote the submatrix on
the first 3 + n rows and the first 3 + n columns (i.e., F`[1, 3 + n; 1, 3 + n]), and use B` to denote
the submatrix on the first 3 + n rows and the last m′ columns (i.e., F`[1, 3 + n; 4 + n, 3 + n+m′]).
By the skew-symmetric condition, the submatrix on the last m′ rows and the first 3 + n columns
is −BT

` .
All the matrices in FSC(G) have two types. If B` is a zero matrix, then F` is a type 1 matrix.

If A` is a zero matrix, then F` is a type 2 matrix. By the construction of FSC(G), F` is either a
type 1 matrix or a type 2 matrix.

We prove some useful properties for our construction of FSC(G).

Lemma 6.1. We have the following properties for FSC(G) = (F1, . . . , Ft):

1. t is upper bounded by a polynomial of n and m.
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2. For 1 ≤ ` ≤ t5, F` is a type 1 matrix, where t5 is defined in the construction of FSC(G).

3. For t5 + 1 ≤ ` ≤ t, F` is a type 2 matrix.

4. For every non-zero row vector v ∈ F3+n+m′
p such that v[k] = 0 for k = 1, 2, 3, there is an

1 ≤ ` ≤ t such that vF` is a non-zero vector, and the first three rows of F` are all zero.

5. The linear span of the rows of B` for all the 1 ≤ ` ≤ t is a row vector space of dimension m′.

Proof. The first three properties are by the construction of FSC(G). For the fourth property, let

x ∈ F3+n+m′
p be a non-zero row vector such that x[k] = 0 for all the k = 1, 2, 3, and k > 3 + n.

By the construction of FSC(G), the row vectors of xF` for all the 4 ≤ ` ≤ t4 and t5 + 1 ≤ ` ≤ t7
encode the matrix

∑n
j=1 x[j + 3] ·YG,j . By Fact 5.2, the matrix is a non-zero matrix. Hence, xF`

is a non-zero vector for some 4 ≤ ` ≤ t4 or t5 + 1 ≤ ` ≤ t7.
Similarly, let y be a row vector such that y[k] = 0 for all the k ≤ 3 + n. The row vectors of yF`

for all the t5+1 ≤ ` ≤ t7 encode the matrix
∑m′

i=1 y[i+3+n]·XG,i. By Fact 5.2,
∑m′

i=1 y[i+3+n]XG,i

is a non-zero matrix, yF` is a non-zero vector for some t5 + 1 ≤ ` ≤ t7.
For arbitrary row vectors x and y defined above, by the second and third properties, at most

one of (xF`)[k] and (yF`)[k] is non-zero for any 1 ≤ ` ≤ t and 1 ≤ k ≤ 3 + n+m′. Hence, for any
row vector v ∈ F3+n+m′

p such that v[k] = 0 for k = 1, 2, 3, there is a non-zero vector vF` for some
4 ≤ ` ≤ t4 or t5 + 1 ≤ ` ≤ t7. Since the first three rows of F` are zero rows for all the 4 ≤ ` ≤ t4
and t5 + 1 ≤ ` ≤ t7, the fourth property holds.

For the last property, if linear span by the rows of B` for all the 1 ≤ ` ≤ t is of dimension
smaller than m′, then there is a non-zero vector (t1, . . . , tm′) ∈ Fm′p such that

∑m′

i=1 ti · XSC(G),i is
a zero matrix, which contradicts to Fact 5.2. Hence, the last property holds.

6.2 Reduction to the restricted skew-symmetric matrix tuple isometry

In this section, we show that two semi-canonical forms SC(G) and SC(H) are isometric if and
only if there is a block diagonal matrix S such that SFSC(G)S

T = FSC(H).

Lemma 6.2. Let SC(G) and SC(H) be the semi-canonical forms of two tensors with the same
parameters αX, βX, αY, and βY. Then SC(G) and SC(H) are isometric if and only if there is a
matrix S of form

S =

(
Q 0
0 W

)
(4)

such that S · FSC(G) · ST = FSC(H), where Q is a (3 + n) × (3 + n) matrix and W is an m′ ×m′
matrix.

We first prove some useful properties for the case that there is a matrix S such that S ·FSC(G) ·
ST = FSC(H).

Lemma 6.3. Let SC(G) and SC(H) be semi-canonical forms for two tensors with the same
parameters αX, βX, αY, and βY. Let FSC(G) = (F1, . . . , Ft) and FSC(H) = (F ′1, . . . , F

′
t) be the

skew-symmetric matrix tuples for SC(G) and SC(H) respectively. If there is a matrix S ∈
M(3 + n+m′,Fp) such that S · FSC(G) · ST = FSC(H), then S satisfies the following properties:

1. S is a full rank matrix.

2. For any 1 ≤ ` ≤ t, if F` is a type 1 matrix, then F ′` is a type 1 matrix. If F` is a type 2
matrix, then F ′` is a type 2 matrix.
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3. Let Φ be the set

{1, 2, 3} ∪ {3 + αY + 1, . . . , 3 + n} ∪ {4 + n+ αX, . . . , 3 + n+m′}.

There is a γ ∈ Fp satisfying γ2 = 1 such that the following conditions hold:

(a) S[k, k] = γ for any k ∈ Φ.

(b) S[i, k] = 0 for any k ∈ Φ and i 6= k.

4. S[1, 3; 4, 3 + n+m′] is a zero matrix.

5. For each row v of S[3+n+1, 3+n+m′; 1, 3+n], vA` is a zero row vector for all the 1 ≤ ` ≤ t.

6. S[4, 3 + n, 4, 3 + n] is of form

S[4, 3 + n, 4, 3 + n] =

 A 0 0
B γ · IβY 0

C 0 γ · In−n′

 (5)

for some A ∈ M(αY, αY,Fp), B ∈ M(βY, αY,Fp), and C ∈ M(n − n′, αY,Fp) satisfying the
following conditions

(a) C · (XSC(G),i[1, αY; 1, n′]) is a zero matrix for each 1 ≤ i ≤ m.

(b) C · (XSC(G),i[1, αY;n′ + 1, n]) is a zero matrix for each 1 ≤ i ≤ m′.
(c) C · (XSC(G),i[1, αY;n′+ 1, n]) + (XSC(G),i[1, αY;n′+ 1, n])T ·CT is a zero matrix for each

m′ + 1 ≤ i ≤ m.

Proof. To prove the first property, we show that for each row vector v ∈ F3+n+m′
p , there is a matrix

F` ∈ FSC(G) such that vF` is a non-zero vector. By the construction of F1, F2 and F3, if at least
one of v[1], v[2] and v[3] is not equal to zero, then at least one of vF1, vF2 and vF3 is a non-zero
vector. For the case of v[1] = v[2] = v[3] = 0, by the third property of Lemma 6.1, if v is a non-zero
vector, vF` is a non-zero vector for some F` ∈ FSC(G). Hence, the first property of the lemma
holds.

The second property is obtained by S · FSC(G) · ST = FSC(H).
For the third property of the lemma, by the definition of FSC(G), if S[1, 2] 6= 0, then the first

row of SF3 is not a zero matrix. Since S is invertible, the first row of SF3S
T is a non-zero row.

However, the first row of F ′3 is a zero row, contradiction. Hence, S[1, 2] = 0. Similarly, we have

S[1, 3] = S[2, 1] = S[2, 3] = S[3, 1] = S[3, 2] = 0.

Since F1 are all zero from the 4-th row to the (3 + n+m′)-th row, we have

(
SF1S

T
)

[1, 3; 1, 3] =

 S[1, 1] 0 0
0 S[2, 2] 0
0 0 S[3, 3]

 0 1 0
−1 0 0
0 0 0

 S[1, 1] 0 0
0 S[2, 2] 0
0 0 S[3, 3]


=

 0 S[1, 1] · S[2, 2] 0
−S[1, 1] · S[2, 2] 0 0

0 0 0


=F ′1[1, 3; 1, 3].
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Hence, S[1, 1] · S[2, 2] = 1. Similarly, we have S[1, 1] · S[3, 3] = S[2, 2] · S[3, 3] = 1. Because
S[1, 1], S[2, 2], S[3, 3] ∈ Fp for some prime p, S[1, 1] = S[2, 2] = S[3, 3], and thus S[1, 1]2 = 1. So we
have S[1, 1] = γ for some γ2 = 1, and consequently

S[1, 3; 1, 3] =

 γ 0 0
0 γ 0
0 0 γ

 .

We prove S[j, k] = 0 for all the j > 3 and k ∈ {1, 2, 3} by contraction. If S[j, k] 6= 0 for some
j > 3 and k ∈ {1, 2, 3}, the j-th row of SFiS

T is not a zero row for some i ∈ {1, 2, 3}, which
contradicts to the fact that the j-th row of F ′i is a zero row for all the 1 ≤ i ≤ 3 and j > 3. Hence,
S[j, k] = 0 for all the j > 3 and k ∈ {1, 2, 3}.

Now we prove the third property for Φ \ {1, 2, 3}. Let k be an arbitrary number in Φ \ {1, 2, 3}.
Since there is an ` ∈ {1, . . . , t} such that F`[1, k] = F ′`[1, k] = 1, F`[k, 1] = F ′`[k, 1] = −1, and all
the other entries of F` and F ′` are zero. Hence, for all the j 6= 1 and j 6= k, S[j, k] = 0. Since
F`+1[2, k] = F ′`+1[2, k] = 1, F`+1[k, 2] = F ′`+1[k, 2] = −1, and all the other entries of F`+1 and F ′`+1

are zero, S[1, k] = 0. Thus, we have

(S · F` · ST )[1, k] =
3+n+m′∑
i=1

3+n+m′∑
j=1

S[1, i] · F`[i, j] · ST [j, k]

=S[1, 1] · ST [k, k]− S[1, k] · ST [1, k]

=S[1, 1] · ST [k, k]

=1,

where the third inequality uses the fact that S[1, k] = 0 for all the k > 3. Thus, S[k, k] = γ. Then
the third property of the lemma holds.

For the fourth property, if S[1, 3; 4, 3 + n+m′] is a non-zero matrix, then by Lemma 6.1, there
exists an ` ∈ {1, . . . , t} such that the first three rows of F` and F ′` are zero rows, but SF`S

T has
a non-zero row in one of the first three rows. This contradicts to SF`S

T = F ′`. Hence, the fourth
property holds.

For the fifth property, since S · F` · ST = F ′` for each type 1 matrix F` and F ′`, and ST is an
invertible matrix, the last m′ rows of S · F` are zero rows. Since the last m′ rows of F` are zero
rows, for each row v of S[3 + n+ 1, 3 + n+m′; 1, 3 + n], vA` is a zero row vector.

Now we prove the last property of the lemma. Equation (5) is obtained by the third property of
the current lemma. For each t1+1 ≤ ` ≤ t2, F` and F ′` have non-zero entries only in the submatrices
F`[4, 3+n′; 4, 3+n′] and F ′`[4, 3+n′; 4, 3+n′], respectively. Hence, C ·F`[4, 3+αY; 4, 3+n′] must be
a zero matrix because SF`S

T [4+n′, 3+n; 1, 3+n+m′] is a zero matrix. Since F`[4, 3+αY; 4, n′+3]
equals

XSC(G),αX+(`−t1)[1, αY; 1, n′]

for each t1 + 1 ≤ ` ≤ t2, the property 6(a) holds.
For each t5 + 1 ≤ ` ≤ t6, the rows between the 4-th row and the (3 + n′)-th row of F` and

F ′` are non-zero only in the last m′ columns, and the rows between the (4 + n′)-th row and the
(3 + n)-th row of F` and F ′` are zero rows. Since SF`S

T = F ′`, C · S[4, 3 + αY; 4 + n, 3 + n + m′]
is a zero matrix. Since F`[4, n

′ + 3; 4 + n, 3 + n + m′] equals −(YSC(G),`−t5+αY
[1,m′; 1, n′])T ,

we have that C · (YSC(G),q[1,m
′; 1, αX])T is a zero matrix for all the n′ + 1 ≤ q ≤ n, and thus

C · (YSC(G),q[r, r; 1, αX])T is a zero column vector for each n′ + 1 ≤ q ≤ n and 1 ≤ r ≤ m′.

Since XSC(G),i[j, k] = YSC(G),j [i, k], C · (XSC(G),r[q, q; 1, αY])T is a zero column vector for each
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n′ + 1 ≤ q ≤ n and 1 ≤ r ≤ m′. Using the fact that XSC(G) is a skew-symmetric matrix space,
C · XSC(G),r[1, αY; q, q] is a zero column vector for each n′ + 1 ≤ q ≤ n and 1 ≤ r ≤ m′. Then the
property 6(b) holds.

To prove the property 6(c), we consider F` and F ′` for t3 + 1 ≤ ` ≤ t4. Since F` is non-zero only
in the submatrices F`[4, n

′ + 3;n′ + 4, n + 3] and F`[n
′ + 4, n + 3; 4, n′ + 3] for t3 + 1 ≤ ` ≤ t4, by

Equation (5), we have

(SF`)[4 + n′, 3 + n; 4 + n′, 3 + n] = C · F`[4, 3 + αY; 4 + n′, n+ 3]

and
(SF`)[4 + n′, 3 + n; 4, 3 + n′] = F`[4 + n′, 3 + n; 4, 3 + n′].

All the other entries of (SF`)[4 + n′, 3 + n; 1, 3 + n+m′] are zero. Hence, by Equation (5),

(SF`S
T )[4 + n′, 3 + n; 4 + n′, 3 + n]

=C · F`[4, 3 + αY; 4 + n′, n+ 3] + (F`[4, 3 + αY; 4 + n′, n+ 3])T · CT

=F ′`[4 + n′, 3 + n; 4 + n′, 3 + n]

is a zero matrix by the construction of FSC(G). Since for each t3+1 ≤ ` ≤ t4, F`[4, 3+αY; 4+n′, n+3]
corresponds to XSC(G),`−t3+m′ [1 + αY;n′ + 1, n]. The property 4(c) holds.

Proof of Lemma 6.2. If two tensor semi-canonical forms are isometric, then by Definition 5.13, there
exist two matrices M and N satisfying Equation (3) such that TransN,M (SC(G)) = SC(H). By
Lemma 5.9 and Equation (3), SC(G)[i, j, k] = SC(H)[i, j, k] for any 1 ≤ i ≤ m′ and 1 ≤ j, k ≤ n′.
In addition, let

S′ =

 I3 0 0
0 N 0
0 0 M ′

 ,

where M ′ is obtained by removing the last m −m′ rows and the last m −m′ columns of M . By
our construction of FSC(G) and FSC(H), we have S′ · FSC(G) · S′T = FSC(H).

Now we show that SC(G) and SC(H) are isometric if there is a matrix S satisfying the form
of Equation (4) such that S · FSC(G) · ST = FSC(H). By Lemma 6.3, we have

Q = γ ·


I3 0 0 0
0 A 0 0
0 B IβY 0

0 C 0 In−n′


for some some γ ∈ Fp satisfying γ2 = 1, A ∈ M(αY, αY,Fp), B ∈ M(βY, αY,Fp), C ∈ M(n −
n′, αY,Fp), and

W = γ ·
(
D 0
E IβX

)
for some D ∈M(αX, αX,Fp), E ∈M(βX, αX,Fp). Let

N =

 A 0 0
B IβY 0

0 0 In−n′

 and M =

 D 0 0
E IβX 0
0 0 Im−m′

 .
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In the rest of this proof, we show that TransN,M (SC(G)) = SC(H). Let

N ′ =

 A 0 0
B IβX 0
C 0 In−n′

 .

Since N ′ − N has non-zero entries only in the submatrix of (N ′ − N)[n′ + 1, n; 1, αY], by
the last property of Lemma 6.3, the construction of FSC(G) and FSC(H), and the condition that

S · FSC(G) · ST = FSC(H), we have

NXSC(G),iN
T =N ′XSC(G),iN

′T +N ′XSC(G),i(N −N ′)T

+ (N −N ′)XSC(G),iN
′T + (N −N ′)XSC(G),i(N −N ′)T

=N ′XSC(G),iN
′T

=XSC(H),i

for all the m′ ≤ i ≤ m. By the definition of M , we have TransN,M (SC(G))[i, j, k] = SC(H)[i, j, k]
for all the m′ + 1 ≤ i ≤ m, 1 ≤ j, k ≤ n.

By Lemma 5.9 and the construction of FSC(G) and FSC(H), for all the 1 ≤ i ≤ m′ and 1 ≤
j, k ≤ n′,

TransN,M (SC(G))[i, j, k] = TransN ′,M (SC(G))[i, j, k] = SC(H)[i, j, k].

Furthermore, by the construction of FSC(G), we have

XTransN′,M (SC(G)),i[j, k] = XSC(H),i[j, k]

for all the 1 ≤ i ≤ m′, n′ + 1 ≤ j ≤ n and 1 ≤ k ≤ n. By the last property of Lemma 6.3, we have

XTransN,M (SC(G)),i[j, k] = XTransN′,M (SC(G)),i[j, k]

for all the 1 ≤ i ≤ m′, n′ + 1 ≤ j ≤ n and 1 ≤ k ≤ n. Together with the skew-symmetric
condition of matrices in XSC(H), we have TransN,M (SC(G))[i, j, k] = SC(H)[i, j, k] for all the
1 ≤ i ≤ m′, 1 ≤ j, k ≤ n. Hence, TransN,M (SC(G)) = SC(H).

6.3 Isometry testing of tensor semi-canonical forms

We present the algorithm for deciding whether the semi-canonical forms of two skew-symmetric
matrix spaces are isometric.

Suppose we run the algorithm for skew-symmetric matrix tuple isometry on FSC(G) and FSC(H).
If the algorithm returns no, then by Lemma 6.2, the two semi-canonical forms are not isometric. If
the algorithm returns yes and a block diagonal S, then by Lemma 6.2, the two semi-canonical forms
are isometric. The difficult case is that the algorithm returns yes and a matrix S not satisfying
Equation (4). For this case, we neither certify that the two semi-canonical forms are isometric by
Lemma 6.2 nor rule out the possibility that the two semi-canonical forms are not isometric.

We characterize the matrix S in the difficult case by Lemma 6.4 and Lemma 6.6. We further
show that the isometry between the two semi-canonical forms can be determined by running the
matrix tuple equivalence algorithm for two matrix tuples constructed based on SC(G),SC(H),
and S.
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Lemma 6.4. Let SC(G) and SC(H) be semi-canonical forms of two tensors in Fm×n×np with
the same parameters for some prime p > 2 and integers n,m. Let FSC(G) = (F1, . . . , Ft) and
FSC(H) = (F ′1, . . . , F

′
t) be the skew-symmetric matrix tuples for SC(G) and SC(H) respectively.

Suppose there is a matrix S such that S · FSC(G) · ST = FSC(H). Denote S as

S =

(
Q R
V W

)
,

where Q,R, V , and W are matrices of dimensions (n + 3) × (n + 3), (n + 3) ×m′, m′ × (n + 3),
and m′ ×m′, respectively. If at least one of Q and W is full rank, then there are (n+ 3)× (n+ 3)
matrix Q′ and m′ ×m′ matrix W ′ such that(

Q′ 0
0 W ′

)
FSC(G)

(
Q′T 0
0 W ′T

)
= FSC(H).

Furthermore, Q′ and W ′ can be computed in time poly(n,m, p).

Proof. If Q is full rank, let

S′ =

(
Q 0
0 W − V Q−1R

)
. (6)

Let F` be a matrix in FSC(G) for some 1 ≤ ` ≤ t. If F` is a type 1 matrix, we have

SF`S
T =

(
Q R
V W

)(
A` 0
0 0

)(
QT V T

RT W T

)
=

(
QA`Q

T QA`V
T

V A`Q
T V A`V

T

)
=F ′`

=

(
QA`Q

T 0
0 0

)
,

(7)

where the last equality uses the fact that F ′` is a type 1 matrix by Lemma 6.3. We also have

S′F`S
′T =

(
Q 0
0 W − V Q−1R

)(
A` 0
0 0

)(
QT 0
0 W T −RT (Q−1)TV T

)
=

(
QA`Q

T 0
0 0

)
=F ′`.

Hence, S′F`S
′T = SF`S

T for all the type 1 F`.
If F` is a type 2 matrix, since SF`S

T = F ′` is also a type 2 matrix, we have

SF`S
T =S

(
0 B`
−BT

` 0

)
ST

=

(
−RBT

` Q
T +QB`R

T = 0 −RBT
` V

T +QB`W
T

−WBT
` Q

T + V B`R
T −WBT

` V
T + V B`W

T = 0

)
.

(8)

Since RBT
` = RBT

` Q
T (QT )−1 = QB`R

T (QT )−1, we have

SF`S
T =

(
0 QB`(W

T −RT (QT )−1V T )
(−W + V Q−1R)TBT

` Q
T 0

)
.
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Hence,

S′F`S
′T =

(
Q 0
0 W − V Q−1R

)(
0 B`
−BT

` 0

)(
QT 0
0 W T −RT (Q−1)TV T

)
=SF`S

T

=F ′`.

Then the lemma holds if Q is full rank.
Now we consider the case that W is full rank. Let

S′ =

(
Q−RW−1V 0

0 W

)
. (9)

We have for each type 1 matrix F` ∈ FSC(G),

S′F`S
′T =

(
Q−RW−1V 0

0 W

)(
A` 0
0 0

)(
QT − V T (W−1)TRT 0

0 W T

)
=

(
(Q−RW−1V )A`(Q−RW−1V )T 0

0 0

)
=

(
QA`Q

T 0
0 0

)
=SF`S

T

=F ′`,

where the third equality uses the fact that V A`Q
T = 0, QA`V

T = 0 and V A`V
T = 0 by Equa-

tion (7).
For each type 2 matrix F`, by Equation (8), we have

V B` = V B`W
T (W T )−1 = WBT

` V
T (W T )−1,

and thus

SF`S
T =

(
0 (RW−1V −Q)B`W

T

WBT
` (−V T (W T )−1RT +QT ) 0

)
.

Hence,

S′F`S
′T =

(
Q−RW−1V 0

0 W

)(
0 B`
−BT

` 0

)(
Q−RW−1V 0

0 W

)T
=SF`S

T

=F ′`.

Then the lemma holds if W is full rank. By Equation (6) and Equation (9), Q′ and W ′ can be
computed in poly(n,m, p) time.

Lemma 6.5. Let SC(G) and SC(H) be semi-canonical forms of two tensors with the same param-
eters. Let FSC(G) = (F1, . . . , Ft) and FSC(H) = (F ′1, . . . , F

′
t) be the skew-symmetric matrix tuples

for SC(G) and SC(H) respectively. If the following two conditions hold:

1. There is an invertible matrix S such that S · FSC(G) · ST = FSC(H).
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2. There is a matrix

P =

(
I3+n U

0 Im′

)
for some U ∈M(3+n,m′,Fp) such that for each type 2 matrix F` ∈ FSC(G), PSF`S

TP T [1, 3+
n; 1, 3 + n] is a zero matrix.

Then PS · FSC(G) · STP T = FSC(H).

Proof. For each type 1 matrix F` ∈ FSC(G), since SF`S
T = F ′`, the submatrix (SF`S

T )[4 + n, 3 +
n+m′; 1, 3 + n+m′] is a zero matrix because F ′` is also a type 1 matrix, we have

PSF`S
TP T

=(PSF`S
T )P T

=

((
I3+n U

0 Im′

)
SF`S

T

)
P T

=

((
I3+n 0

0 Im′

)
SF`S

T

)
P T

=SF`S
T

(
I3+n 0
UT Im′

)
=SF`S

T

=F ′`,

where the fifth equality is obtained by the skew symmetric condition of SF`S
T . For each type 2

matrix F` ∈ FSC(G), we have

PSF`S
TP T

=

(
I3+n U

0 Im′

)
SF`S

T

(
I3+n U

0 Im′

)T
=SF`S

T +

(
0 U
0 0

)
SF`S

T + SF`S
T

(
0 0
UT 0

)
+

(
0 U
0 0

)
SF`S

T

(
0 0
UT 0

)
.

Let V be the matrix(
0 U
0 0

)
SF`S

T + SF`S
T

(
0 0
UT 0

)
+

(
0 U
0 0

)
SF`S

T

(
0 0
UT 0

)
.

Since the submatrix F`[4 +n, 3 +n+m′; 4 +n, 3 +n+m′] is a zero matrix, V is a matrix such that
the last m′ rows are all zero, and the last m′ columns are all zero. On the other hand, since both
SF`S

T [1, 3 + n; 1, 3 + n] and (PSF`SP
T )[1, 3 + n; 1, 3 + n] are a zero matrices, V [1, 3 + n; 1, 3 + n]

is a zero matrix. Hence, V is a zero matrix. So we have PSF`S
TP T = SF`S

T = F ′`.

Lemma 6.6. Let SC(G) and SC(H) be semi-canonical forms of two skew-symmetric matrix space
tensors with the same parameters αX, βX, αY, and βY. If there is a matrix S such that S · FSC(G) ·
ST = FSC(H). Denote S as

S =

(
Q R
V W

)
,

where Q,R, V , and W are of dimensions (n+ 3)× (n+ 3), (n+ 3)×m′, m′× (n+ 3), and m′×m′,
respectively. If both Q and W are not full rank, then there is a matrix J ∈ GL(3 + n,Fp), a matrix
K ∈ GL(m′,Fp), a positive integer q, and a matrix S′ satisfying the following conditions:
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1. S′ can be represented as 
Q′ 0
0 R′

0 W ′

V ′ 0

 ,

where Q′ is of dimension q× (3 +n), R′ is of dimension (3 +n− q)×m′, W ′ is of dimension
(m′ − (3 + n− q))×m′, and V ′ is of dimension (3 + n− q)× (3 + n).

2. For each type 1 matrix F` in FSC(G),

S′F`S
′T =

(
Q′A`Q

′T 0
0 0

)
=

(
J 0
0 K

)
F ′`

(
JT 0
0 KT

)
.

3. For each type 2 matrix F` in FSC(G),

S′F`S
′T =

(
0 D`

−DT
` 0

)
=

(
J 0
0 K

)
F ′`

(
JT 0
0 KT

)

for some D` =

(
D′` 0
0 D′′`

)
such that D′` is of dimension q × (m′ − (3 + n− q)) and D′′` is

of dimension (3 + n− q)× (3 + n− q).

Proof. Denote
τS := dim

(
〈{vQB`RT : v ∈ F3+n

p , 1 ≤ ` ≤ t}〉
)
.

By Equation (8), QB`R
T is a skew-symmetric matrix for all the 1 ≤ ` ≤ t. Hence, there is a matrix

J ′0 ∈ GL(3 + n,Fp) such that for any τS + 1 ≤ 1 ≤ i ≤ 3 + n, the i-th row of J0QB`R
T is a zero

row for all the 1 ≤ ` ≤ t. Thus, the multiplication of J0 and the submatrix on the first 3 + n rows
of S can be represented as

J ′0 ·
(
Q R

)
=

(
Q1 R1

Q0 R0

)
, (10)

where Q1 is of dimension τS× (3 +n), R1 is of dimension τS×m′, Q0 is of dimension (3 +n− τS)×
(3 + n), and R0 is of dimension (3 + n− τS)×m′, such that J ′0QB`R

T is non-zero only in the first
τS rows for all the 1 ≤ ` ≤ t. By Equation (8), J ′0QB`R

TJ ′T0 is non-zero only in the submatrix on
the first τS rows and the first τS columns. Hence, Q0B`R

T and QB`R
T
0 are zero matrices for all the

B`. Furthermore, each non-zero linear combination of the rows of R0 is not a linear combination
of the rows of R1. Otherwise, it contradicts the definition of τS . Thus

rank (R) = rank (R0) + rank (R1) . (11)

On the other hand, by Lemma 6.3, S is an invertible matrix. So we have

rank (R0) ≥ n+ 3− rank (Q) . (12)

Furthermore, we can decompose V and W as follows:

1. V = V0 + ZQ,VQ for some ZQ,V ∈M(m′, 3 + n,Fp) such that rank (V0) = 3 + n− rank (Q).

2. W = W0 + ZR,WR for some ZR,W ∈M(m′,m′,Fp) such that rank (W0) = m′ − rank (R).
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Consider all the type 2 matrices F`. For each type 2 matrix F`, we have

−RBT
` V

T +QB`W
T =−RBT

` (V0 + ZQ,VQ)T +QB`(W0 + ZR,WR)T

=QB`R
T (−ZTQ,V + ZTR,W )−RBT

` V
T

0 +QB`W
T
0

=QB`R
T
1 (−ZTQ,V + ZTR,W )−RBT

` V
T

0 +QB`W
T
0 ,

where the second equality is by Equation (8), and the third equality uses the fact that QB`R0 is a
zero matrix for all the B`.

Since S is an invertible matrix, the span of row vectors of −RBT
` V

T + QB`W
T for all the B`

is of dimension m′ by Lemma 6.1. Hence, we have

rank (R1) + rank (V0) + rank (W0)

=(rank (R)− rank (R0)) + (3 + n− rank (Q)) + (m′ − rank (R))

≥m′

which implies 3+n−rank (Q) ≥ rank (R0). By Equation (12), we have rank (R0) = 3+n−rank (Q).
By Equation (10) and the fact that S is invertible, there is a matrix J0 ∈ GL(n+ 3,Fp) such that

J0 ·
(
Q R

)
=

 Q1 R1

Q0 0
0 R0

 (13)

where Q1 is of dimension τS × (3 + n), R1 is of dimension τS ×m′, Q0 is of dimension (rank (Q)−
τS)× (3 + n), and R0 is of dimension (rank (R)− τS)×m′.

Notice that the intersection of any two spaces among the space spanned by the row vectors
of V0, the space spanned by the row vectors of W0, and the space spanned by the row vectors of
RT1 (−ZTQ,V + ZTR,W ) only contains the zero row vector. There is a matrix K0 ∈ GL(m′,Fp) such
that the multiplication of K0 and the submatrix on V and W (i.e., S[4+n, 3+n+m′, 1, 3+n+m′])
can be written as (by slightly abusing the notations of W0 and V0)

K0 ·
(
S[4 + n, 3 + n+m′, 1, 3 + n+m′]

)
=

 ZQ1,VQ1 + ZQ0,VQ0 ZR1,WR1 + ZR0,WR0

Z ′Q1,V
Q1 + Z ′Q0,V

Q0 W0

V0 Z ′R1,V
R1 + Z ′R0,V

R0

 (14)

for some τS × τS dimensional ZQ1,V , ZR1,W , τS × rank (Q0) dimensional ZQ0,V , τS × rank (R0)
dimensional ZR0,W , (m′−rank (R))×τS dimensional Z ′Q1,V

, (m′−rank (R))×rank (Q0) dimensional
Z ′Q0,V

, (3 + n− rank (Q))× τS dimensional Z ′R1,W
, and (3 + n− rank (Q))× rank (R0) dimensional

Z ′R0,W
. In the rest of this proof, we consider three cases.

Case 1. τS = 0. Since Q1 and R1 do not exist by the condition of τS = 0,

K0 · (S[4 + n, 3 + n+m′, 1, 3 + n+m′]) =

(
Z ′Q0,V

Q0 W0

V0 Z ′R0,W
R0

)
.

Since
−K0WBT

` V
TKT

0 +K0V B`W
TKT

0 = K0(−WBT
` V

T + V B`W
T )KT

0

is a zero matrix,
−Z ′Q0,VQ0B`R

T
0 Z
′T
R0,W +W0B

T
` V

T
0 = W0B

T
` V

T
0
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is a zero matrix based on the fact that QB`R
T = 0 for all the B`. Let q be the number of rows of

Q0. Let

S′ =


Q0 0
0 R0

0 W0

V0 0

 ,

J = J0, and K = K0. Let Q′ = Q0, R
′ = R0, V

′ = V0, and W ′ = W0.
By the fifth property of Lemma 6.3, each row vector v that is a row of V satisfies vA` = 0 for

each type 1 matrix F`, and thus the second condition of the current lemma holds.
For each type 2 matrix F`, by the fact that Q0B`R

T
0 is a zero matrix, S′F`S

′T is also a type 2
matrix. Furthermore, we have

(S′F`S
′T )[1, 3 + n; 4 + n, 3 + n+m′]

=

(
Q0

0

)
B`

(
W0

0

)T
−
(

0
R0

)
BT
`

(
0
V0

)T
=J

(
SF`S

T [1, 3 + n; 4 + n, 3 + n+m′]
)
KT .

Thus, the third condition of the current lemma also holds. Thus, the current lemma holds for this
case.

Case 2. τS > 0 and at least one of ZQ1,V and ZR1,W is full rank. We show that if ZQ1,V is full
rank, then the current lemma holds. The case that ZR1,W is full rank is similar. Let S† be the
matrix of

S† =

(
Q† R†

K0 · V K0 ·W

)
where

Q† =

 0
Q0

0

 and R† =

 R′1
0
R0


with R′1 = R1 − (ZQ1,V )−1(ZR1,WR1 + ZR0,WR0). Since Q0B`R

T is a zero matrix for every type 2
matrix F`, Q

†B`(R
†)T is a zero matrix for every type 2 matrix F`. And thus, (S†F`(S

†)T )[1, 3 +
n; 1, 3 + n] is a zero matrix for every type 2 matrix F`.

On the other hand, notice that

S† =

(
X U
0 Im′

)(
J0 0
0 K0

)
S

for some X ∈ GL(3 + n,Fp) and U ∈M(3 + n,m′,Fp). We have(
X U
0 Im′

)(
J0 0
0 K0

)
=

(
XJ0 UK0

0 K0

)
=

(
XJ0 0

0 K0

)(
I3+n J−1

0 X−1UK0

0 Im′

)
using the fact that J0 is an invertible matrix. Let

S′ =

(
(XJ0)−1 0

0 K−1
0

)
S† =

(
(XJ0)−1Q† (XJ0)−1R†

V W

)
and P =

(
I3+n J−1UK

0 Im′

)
.

We have S′ = PS. Using the fact that (S†F`(S
†)T )[1, 3 + n; 1, 3 + n] is a zero matrix for every

type 2 matrix F`, (S′F`S
′T )[1, 3 + n; 1, 3 + n] is a zero matrix for every type 2 matrix F`. Hence,
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PSF`S
TP T [1, 3+n; 1, 3+n] is a zero matrix for every type 2 matrix F`. By Lemma 6.5, S′F`S

′T =
SF`S

T for all the F` in FSC(G). In addition, since Q†B`(R
†)T is a zero matrix for each B`, we have

τS′ = 0, where

τS′ := dim
(〈{

v(XJ0)−1Q†B`((XJ0)−1R†)T : v ∈ F3+n
p , 1 ≤ ` ≤ t

}〉)
.

By Case 1, the current lemma holds for this case.
Case 3. Both ZQ1,V and ZR1,W are not full rank. Let S′′ be the matrix of(

Q′′ R′′

V W

)
where

Q′′ =

 Q′′1
Q0

0

 and R′′ =

 R′′1
0
R0


with Q′′1 = ZR1,WQ1 and R′′1 = (2ZR1,W − ZQ1,V )R1. We prove some useful properties of S′′

(a). S′′ is a full rank matrix, and there is a full rank matrix P ′′ =

(
Z ′′ U ′′

0 Im′

)
such that

S′′ = P ′′S.

(b). S′′F`S
′′T [1, 3 + n; 1, 3 + n] is a zero matrix for each type 2 matrix F`.

(c). τS′′ < τS , where

τS′ := dim
(〈{

vQ′′B`(R
′′)T : v ∈ F3+n

p , 1 ≤ ` ≤ t
}〉)

.

To prove the property (a), we first show that ZQ1,V − ZR1,W is a full rank matrix, i.e.,

rank (ZQ1,V − ZR1,W ) = τS .

Suppose it is not. Then there is a row vector v ∈ FτSp such that v(ZQ1,V − ZR1,W ) is a zero row
vector, which means that there is a non-zero linear combination of the first 3 + n rows of S equals
a non-zero linear combination of the last m′ rows of S, which contradicts to the fact that S is a
full rank matrix. Hence, ZQ1,V − ZR1,W is a full rank matrix. Since there is an invertible matrix
Z ′ such that

Z ′ · S[1, 3 + n; 1, 3 +m] =

 (ZR1,W − ZQ1,V )Q1 (ZR1,W − ZQ1,V )R1

Q0 0
0 R0

 ,

the property (a) holds.
To prove the property (b), we show that for each type 2 matrix F`, Q

′′B`R
′′T −R′′BT

` Q
′′T is a

zero matrix. We have

Q′′1B`R
′′T
1 =ZR1,WQ1B`R

T
1 (2ZR1,W − ZQ1,V )T

=2ZR1,WQ1B`R
T
1 Z

T
R1,W − ZR1,WQ1B`R

T
1 Z

T
Q1,V

ZR1,WQ1B`R
T
1 Z

T
R1,W

is a skew-symmetric matrix by the fact that Q1B`R
T
1 is a skew-symmetric

matrix for all the 1 ≤ ` ≤ t. ZR1,WQ1B`R
T
1 Z

T
Q1,V

is also a skew-symmetric matrix by the fact that

WB`V
T is a zero matrix and Equation (14). Hence, Q′′B`R

′′T −R′′BT
` Q
′′T is a zero matrix.

43



For the property (c), since ZR1,W is not full rank, we have τS′′ < τS .
Let

S′ =

(
(Z ′′)−1 0

0 Im′

)
S′′ =

(
(Z ′′)−1 0

0 Im′

)(
Z ′′ U ′′

0 Im′

)
S =

(
I3+n (Z ′′)−1U ′′

0 Im′

)
S.

Based on the properties of S′′, S′′F`S
′′T [1, 3 + n; 1, 3 + n] is a zero matrix for each type 2 matrix

F`, and τS′ = τS′′ < τS . By Lemma 6.5, we have S′F`S
′T = F ′` for each F`. Repeating the process

for at most 3 + n times, we obtain a matrix of either Case 1 or Case 2. Then the current lemma
follows.

The following lemma was proved in the proof of Lemma 2.2 in [FGS19].

Lemma 6.7. Let A = (A1, . . . Ak) and B = (B1, . . . , Bk) be two matrix tuples in M(m,n,Fp)k.
Suppose there are 1 ≤ q < m and 1 ≤ r < n such that each Ai equals(

A′i 0
0 A′′i

)
for some A′i ∈M(q, r,Fp) and A′′i ∈M(m− q, n− r,Fp), and each Bi equals(

A′i 0
0 B′′i

)
for some B′′i ∈ M(m − q, n − r,Fp). There are P ∈ GL(m,Fp) and Q ∈ GL(n,Fp) such that
PAiQ = Bi for each 1 ≤ i ≤ k if and only if there are P ′′ ∈ GL(m− q,Fp) and Q′′ ∈ GL(n− r,Fp)
such that P ′′A′′iQ

′′ = B′′i for all the 1 ≤ i ≤ k.

Now we give our algorithm for isometry testing of semi-canonical forms of two skew-symmetric
matrix space tensors.

Isometry Testing of Tensor Semi-Canonical Forms Algorithm
Input: Semi-canonical forms SC(G) and SC(H) of two skew-symmetric matrix space tensors.
Output: Yes or no.

1. Return no if the parameters of the two semi-canonical forms are different. Otherwise, let
αX, βX, αY, and βY be the parameters of the two semi-canonical forms.

2. Construct FSC(G) = (F1, . . . , Ft) and FSC(H) = (F ′1, . . . , F
′
t).

3. Run the skew-symmetric matrix tuple isometry algorithm on FSC(G) and FSC(H). If the
algorithm returns no, then return no. Otherwise, the algorithm returns a matrix S of
form (

Q R
V W

)
for some P,Q,R, and S of dimensions (n+ 3)× (n+ 3), (n+ 3)×m′, m′ × (n+ 3), and
m′ ×m′ respectively.

4. If either Q or W is a full rank matrix, return yes.
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5. Construct matrices J ∈ GL(3+n,Fp),K ∈ GL(m′,Fp) and matrix S′ ∈ GL(3+n+m′,Fp)
of form

S′ =


Q′ 0
0 R′

0 W ′

V ′ 0


for some positive integer q, Q′ of dimension q×(3+n), V ′ of dimension (3+n−q)×(3+n),
R′ of dimension (3 + n− q)×m′, and W ′ of dimension (m′ − 3− n+ q)×m′ such that
Lemma 6.6 is satisfied.

6. Return the output of the matrix tuple equivalence algorithm with matrix tuples
(V ′B1R

′T , . . . , V ′BtR
′T ) and (R′BT

1 V
′T , . . . , R′BT

t V
′T ).

Lemma 6.8. There is an algorithm for the isometry testing of the semi-canonical forms of two
skew-symmetric matrix space tensors in Fm×n×np for some prime p > 2 and positive integers n,m
with running time poly(n,m, p).

Proof. We first prove the correctness of the algorithm. By Definition 5.13 and Lemma 6.2, the two
semi-canonical forms are isometric if and only if the following two conditions hold

(a) The two semi-canonical forms have the same parameters αX, βX, αY, and βY.

(b) There is a matrix S0 of form (
Q0 0
0 W0

)
such that S0 · FSC(G) · ST0 = FSC(H), where Q0 is a (3 + n) × (3 + n) matrix and W0 is an
m′ ×m′ matrix.

If the two input semi-canonical forms are isometric, then the first step of the algorithm does
not return no by Definition 5.13. Hence, step 4 of the algorithm returns yes and a matrix S of form(

Q R
V W

)
.

If at least one of Q and W is full rank, then the algorithm returns yes. Otherwise, step 6 of the
algorithm constructs matrices J,K, and S′ satisfying Lemma 6.6. Let Q′′ be the (3 + n)× (3 + n)
matrix such that

Q′′[1, q; 1, 3 + n] = Q′ and Q′′[q + 1, 3 + n; 1, 3 + n] = V ′,

and W ′′ be the m′ ×m′ matrix such that

W ′′[1,m′ − 3− n+ q; 1,m′] = W ′ and W ′′[m′ − 2− n+ q,m′; 1,m′] = R′.

By Lemma 6.6, for each type 2 matrix F`, we have

Q′′B`W
′′T =

(
Q′B`W

′T 0
0 V ′B`R

′T

)
,
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and

JB′`K
T =

(
Q′B`W

′T 0
0 R′BT

` V
′T

)
.

Since one necessary condition for two semi-canonical forms being isometric is that there are Q† ∈
GL(3 + n,Fp) and W † ∈ GL(m′,Fp) such that Q†B`(W

†)T = B′` for all the type 2 matrices F`, by
Lemma 6.7, the matrix tuples (V ′B1R

′T , . . . , V ′BtR
′T ) and (R′BT

1 V
′T , . . . , R′BtV

′T ) are isometric.
Hence, the algorithm returns yes.

If the input two semi-canonical forms are not isometric, then at least one of condition (a) and
condition (b) does not hold. If condition (a) does not hold, then the algorithm returns no at step 1.
If condition (b) does not hold and the algorithm does not return no at step 3, then by Theorem 1.3,
step 3 returns a matrix S of form (

Q R
V W

)
such that SFSC(G)S

T = FSC(H). Both Q and W are not full rank because otherwise, by Lemma 6.4,
Lemma 6.2 does not hold. Hence, step 5 of the algorithm constructs matrices J,K, and S′ satisfying
Lemma 6.6. Let Q′′ be the (3 + n) × (3 + n) matrix such that Q′′[1, q; 1, 3 + n] = Q′ and Q′′[q +
1, 3 + n; 1, 3 + n] = V ′. Let W ′′ be the m′ ×m′ matrix such that W ′′[1,m′ − 3− n+ q; 1,m′] = W ′

and W ′′[m′ − 2− n+ q,m′; 1,m′] = R′. By Lemma 6.6, for each type 2 matrix F`, we have

Q′′B`W
′′T =

(
Q′B`W

′T 0
0 V ′B`R

′T

)
,

and

JB′`K
T =

(
Q′B`W

′T 0
0 R′BT

` V
′T

)
.

The matrix tuples (V ′B1R
′T , . . . , V ′BtR

′T ) and (R′BT
1 V
′T , . . . , R′BtV

′T ) are not isometric because
otherwise, it contradicts Lemma 6.2. By Theorem 2.3 the algorithm returns no.

The running time of the algorithm is obtained by Theorem 1.3, Theorem 2.3, and Lemma 6.6.

7 Proof of Theorem 1.1 and Theorem 1.2

We first present our algorithm for the isometry testing of skew-symmetric matrix spaces.

Isometry Testing of Skew-Symmetric Matrix Spaces Algorithm
Input: Linear bases for two skew-symmetric matrix spaces G,H ≤ SS(n,Fp), both of dimension
m, for some prime p > 2 and positive integers n,m.
Output: Yes or no.

1. Construct skew-symmetric matrix space tensors G and H for G and H, respectively.

2. Return the output of the algorithm for the isometry testing of skew-symmetric matrix
space tensors with G and H.

Proof of Theorem 1.2. The correctness of the algorithm is by Lemma 5.4 and Lemma 5.14. Now we
bound the running time. By Definition 5.1, G and H can be constructed in time poly(n,m, p). The
running time of the second step of the algorithm is obtained by Lemma 5.14 and Lemma 6.8.
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Isomorphism Testing for p-Groups of Class 2 and Exponent p Algorithm
Input: Two p-groups G and H of class 2 and exponent p for some prime p > 2.
Output: Yes or no.

1. If the orders of the two groups are different, then return no. Otherwise, let n denote the
order of group G, and k be logp(n).

2. If k ≤ (log2(p))5, then

(a) Enumerate all the possible g1, . . . , gk ∈ G and h1, . . . , hk ∈ H such that {g1, . . . , gk}
is a generating set of G and {h1, . . . , hk} is a generating set of H.

(b) For each enumeration, if f(gi) = hi gives an isomorphism from G to H, then return
yes.

(c) Return no.

3. Construct skew-symmetric matrix spaces G and H for groups G and H, respectively, via
Baer’s correspondence.

4. Return the output of the algorithm for the isometry testing of skew-symmetric matrix
spaces with G and H.

Proof of Theorem 1.1. The correctness of the algorithm is obtained by Theorem 2.6 and Theo-
rem 1.2. Now we bound the running time of the algorithm. If k ≤ (log2(p))5, then the running
time of the algorithm is pO(k2) because there are pk elements in each group, and there are 2k
elements need to enumerate, k elements for G and k elements for H. Since

k = k5/6 · k1/6 ≤ k5/6 · (log2(p))5/6 = (k · log2(p))5/6,

we have pO(k2) ≤ pO(k·(k·log2(p))5/6) = nO((logn)5/6). Hence, the running time for this case is
nO((logn)5/6).

If k > (log2(p))5, then by Theorem 1.2, the running time of the algorithm is pO(k1.8·log2(p)).
Since

k0.8 · log2(p) = k0.8 · (log2(p))1/6 · (log2(p))5/6 < k0.8 · k1/30 · (log2(p))5/6 = (k · log2(p))5/6,

we have pO(k1.8·log2(p)) ≤ pO(k·(k·log2(p))5/6) = nO((logn)5/6). Hence, the running time for this case is
also nO((logn)5/6).
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[BCGQ11] László Babai, Paolo Codenotti, Joshua A Grochow, and Youming Qiao. Code equiv-
alence and group isomorphism. In ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 1395–1408, 2011.
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[FN70] Volkmar Felsch and Joachim Neubüser. On a programme for the determination of the
automorphism group of a finite group. In Computational Problems in Abstract Algebra,
pages 59–60, 1970.

[GJ79] Michael R Garey and David S Johnson. Computers and intractability. A Guide to the,
1979.

[GN19] Martin Grohe and Daniel Neuen. Canonisation and definability for graphs of bounded
rank width. In ACM/IEEE Symposium on Logic in Computer Science (LICS), pages
1–13, 2019.

[GNS20] Martin Grohe, Daniel Neuen, and Pascal Schweitzer. A faster isomorphism test for
graphs of small degree. SIAM Journal on Computing, 2020.

[GQ21a] Joshua A Grochow and Youming Qiao. On p-group isomorphism: search-to-decision,
counting-to-decision, and nilpotency class reductions via tensors. In 36th Computational
Complexity Conference (CCC). Schloss Dagstuhl-Leibniz-Zentrum für Informatik, 2021.

[GQ21b] Joshua A Grochow and Youming Qiao. On the complexity of isomorphism problems for
tensors, groups, and polynomials i: Tensor isomorphism-completeness. In Innovations
in Theoretical Computer Science Conference (ITCS), 2021.

[GWN20] Martin Grohe, Daniel Wiebking, and Daniel Neuen. Isomorphism testing for graphs
excluding small minors. In Annual Symposium on Foundations of Computer Science
(FOCS), pages 625–636, 2020.
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