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CNN-Cap: Effective Convolutional Neural Network-based

Capacitance Models for Interconnect Capacitance Extraction

DINGCHENG YANG, HAOYUAN LI, WENJIAN YU, YUANBO GUO, and
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Accurate capacitance extraction is becoming more important for designing integrated circuits under advanced

process technology. The pattern matching-based full-chip extraction methodology delivers fast computa-

tional speed but suffers from large error and tedious efforts on building capacitance models of the increasing

structure patterns. In this work, we propose an effective method for building convolutional neural network

(CNN)-based capacitance models (called CNN-Cap) for two-dimensional (2-D) and three-dimensional (3-D)

interconnect structures. With a novel grid-based data representation, the proposed method is able to model

2-D pattern structure and 3-D window structure with a variable number of conductors to largely reduce the

number of patterns or increase the accuracy. Based on the ability of ResNet architecture on capturing spatial

information and the proposed training skills, the obtained CNN-Cap exhibits much better performance over

the multilayer perception neural network-based capacitance model while being more versatile. Extensive ex-

periments on a 55 nm and a 15 nm process technologies have demonstrated that the error of total capacitance

produced with 2-D CNN-Cap is always within 1.3%, and the error of produced coupling capacitance is less

than 10% in over 99.5% probability. For 3-D structures, CNN-Cap predicts the total capacitance with less than

5% error in 99% probability and with a maximum error of 7.7%. For the tested 2-D and 3-D structures, the

CNN-Cap run on a GPU server is more than 4,000× and 12,000×, respectively, faster than the conventional

field solver Raphael, while consuming negligible memory.
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1 INTRODUCTION

With the continuous down scaling of process technologies, the interconnect wires in integrated

circuits (ICs) become smaller, closer to each other, and the integration density becomes higher.
As a result, modeling effects of the interconnect parasitics (mainly including resistance and ca-
pacitance) is increasingly important and crucial for guaranteeing the performance of integrated
circuits [3, 11, 24]. Nowadays, the parasitic modeling (called parasitic extraction) has become one
of the essential steps in the design flow, which is the basis of accurate timing analysis and other
performance verification [6].

As billions of transistors are placed on a chip, it is challenging to perform the parasitic extraction
for tens of billions of interconnect segments. To solve the full-chip parasitic extraction problem,
the pattern matching-based techniques are the most widely used, such as in StarRC of Synopsys,
QRC of Cadence, and other commercial tools. Another approach of parasitic extraction is based
on field solver [8, 12, 15, 19, 22, 25, 27, 28], which has the highest accuracy. However, due to exces-
sive computational cost, the field-solver-based approach is not suitable for the full-chip extraction
problems.

The pattern matching approach divides an interconnect layout into small geometries and then
calculates the capacitances of each geometry with pre-built empirical formulas or look-up tables of
capacitance. A pattern refers to the geometries sharing similar topology or formula of capacitance.
For a given process technology, a pattern library is pre-characterized by enumerating millions
of sample geometries and solving the capacitances of each geometry with field solver. Then, the
capacitance values are fitted into formulas associated with geometry or stored as look-up tables.
At the time of extraction, through pattern matching, the capacitances of input geometries can
be calculated quickly, and the capacitances of nets are obtained by assembling the capacitances
of these geometries. However, the pattern matching approach is facing the following challenges:
(1) The number of patterns increases with the advancement of process technology, and it becomes
difficult to make the patterns covering all possible interconnect typologies in real design. (2) The
look-up table-based approach storing capacitance values of sample geometries consumes enor-
mous or unaffordable memory space for achieving good accuracy, while the error of empirical
formulas increases as well. (3) The pattern matching approach needs a large number of capaci-
tance values produced by field solver, which often takes longer time for a process technology as
the metal/dielectric configuration becomes complex [24]. These make the commercial tool based
on pattern-matching may result in large error even on total capacitance. So, there is a strong need
for new capacitance modeling technique to improve both accuracy and runtime performance of
the pattern matching-based method.

Although the process of fitting capacitance formulas for a structure pattern is a regression prob-
lem and deep neural networks (DNNs) have achieved notable successes in many classification
and regression problems in recent years [13], only a few published works are about employing
DNN in the area of parasitic extraction [9, 14, 17, 18, 23]. Moreover, most of them either deal
with the numerical computing in the field-solver approach [23] or do not involve the capacitance
calculation for a given interconnect geometry [18]. The most relevant work to the capacitance
modeling or calculation is Reference [9], where a neural network-based method is presented for
several structure patterns in three-dimensional (3-D) ICs. Nevertheless, it only considers single-
dielectric structures with simple multilayer perceptron (MLP) neural networks, and the demon-
strated error on total capacitance can be larger than 10% [9]. The practicality and effectiveness of
the technique in Reference [9] is obviously not good. Instead of directly calculating capacitances,
an MLP neural network-based approach was proposed to improve the pattern matching-based
capacitance extraction through automatic pattern classification and capacitance formula building
[14]. Recently, a machine learning modeling approach was proposed for capacitance extraction of
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middle-end-of-line (MEOL) structures and interconnects with systematic process variations [1].
It utilizes the MLP neural network or the support vector regression technique and exhibits good
accuracy for computing the capacitances in the regular structure of MEOL pattern.

In this work, we aim to develop DNN-based techniques to improve the pattern-matching-based
capacitance extraction methodology for general back-end-of-line (BEOL) interconnect struc-
tures. The major contributions are as follows:

• A grid-based data representation and the corresponding DNN modeling approach are pro-
posed for 2-D and 3-D interconnect structures, which may include a variable number of
conductors. It separates the tasks of calculating total capacitance and coupling capacitance
to potentially reduce the difficulty of training accurate model for capacitance extraction. For
the pattern-matching-based methodology, allowing a pattern to include a variable number
of conductors largely reduces the number of patterns and therefore the efforts on building
capacitance models.
• A convolutional neural network (CNN)-based model, called CNN-Cap, which is derived

from the ResNet architecture and inherits the ability of capturing spatial information, is
proposed to predict the capacitances of 2-D or 3-D structures with a variable number of
conductors. A training approach including a loss function for more accurate coupling capac-
itance is proposed to make CNN-Cap suitable for capacitance extraction. The 2-D CNN-Cap
can replace field solver for the pattern building procedure in the pattern-matching-based
methodology, while the 3-D CNN-Cap can improve the accuracy resulted from the pattern
matching with much less cost than invoking field solver.

Extensive experiments with two process technologies demonstrate that the proposed CNN-Cap
for 2-D pattern has much better accuracy on capacitance calculation than the counterpart model
based on MLP neural network. For all the tested 2-D pattern structures, CNN-Cap is able to predict
all total capacitances with less than 1.3% error and over 99.5% of coupling capacitances with
error less than 10%. The sensitivity of the model’s performance to the size of training data is
also studied, which shows that CNN-Cap performs well with less training effort. For the tested
3-D structures, CNN-Cap can predict over 99% of total capacitance with less than 5% error and
over 95% of coupling capacitances with error less than 10%. And, the maximum error on total
capacitance is just 7.7%. The CNN-Cap runs 4,693× faster than 2-D field solver on a GPU server,
while it consumes negligible memory compared to the look-up-table-based capacitance model. The
speedup of 3-D CNN-Cap over 3-D field solver Raphael is more than 12,000×. Even considering
that the field solver can run parallely on a multi-core machine, our experiments show that the
proposed CNN-Cap is at least several hundred times faster, with little sacrifice on accuracy.

The rest of this article is organized as follows: The background of full-chip capacitance extrac-
tion based on pattern matching and DNN-based capacitance modeling are introduced in Section 2.
In Section 3, we propose the techniques of CNN-Cap for both 2-D and 3-D structures. Then, numer-
ical experiment results are presented in Section 4. Finally, we draw the conclusion. Some prelimi-
nary results of this article were presented in Reference [21]. We extend it with the consideration
of 3-D structures and more technical details and experimental results.

2 BACKGROUND

2.1 Full-chip Capacitance Extraction Based on Pattern Matching and 2.5-D Extraction

Method

For full-chip capacitance extraction, directly using the 3-D field solver is infeasible due to its
excessive cost of memory and CPU time. To obtain good tradeoff between accuracy and efficiency,
the 2.5-D extraction method with pattern matching technique is widely used. The pattern

ACM Transactions on Design Automation of Electronic Systems, Vol. 28, No. 4, Article 56. Pub. date: May 2023.



56:4 D. Yang et al.

Fig. 1. The pattern matching-based full-chip parasitic extraction [24].

matching-based extraction methodology includes three major modules: (1) pattern generation,
(2) capacitance model building, and (3) layout capacitance extraction [11, 14, 25]. It is illustrated
as Figure 1. For a given process technology, the work of (1) pattern generation and (2) capacitance
model building are carried out just once.

The 2.5-D extraction method refers to the method that considers 3-D geometric effects on ca-
pacitance with 2-D interconnect patterns through sweeping 3-D geometry of interconnects in two
perpendicular directions [4, 26]. It is adopted by the OpenROAD project for parasitic extraction
[16]. During the layout capacitance extraction, extraction windows are generated along the in-
terconnect line (called master net or master conductor) whose capacitances are of concern. Each
window includes a segment of the master net and its neighbor conductors (called environmental

conductors). The techniques of 2.5-D extraction and pattern matching are employed to calculate
the capacitances among the conductors in the window. Take the structure shown in Figure 2 as
an example, where a wire with name m2 crosses over a wire named m1. Along direction A, a 2-D
cross-section view is shown in the middle of Figure 2. Along direction B, the other 2-D cross sec-
tion is shown to the right. If the capacitances in the two 2-D cross-section views are known, then
we can approximately compute the capacitance between m1 and m2 with the 3-D effects taken
into consideration. Suppose the 2-D capacitance betweenm1 andm2 in the view along A is

CA = C1f 1 +C1o +C1f 2, (1)

whereC1f 1 andC1f 2 are two fringe capacitances, andC1o is the overlapping capacitance. Similarly,

CB = C2f 1 +C2o +C2f 2, (2)

for the view along B. Then,

Cm1,m2 = CAw1 + (CB −C2o )w2, (3)

where w1 and w2 are widths of wiresm1 andm2, respectively.
With this method, one can only consider the capacitance models for the 2-D cross-section struc-

tures. These structures are regarded as the instances of pre-defined 2-D patterns. Two kinds of
typical structure patterns are shown in Figure 3. Pattern-A, shown in Figure 3(a), is a “sandwich”
structure including two big-plane conductors and three parallel wires in between. The red block
denotes the master conductor, and the whole structure is usually left-right symmetrical. Pattern-
B’s structure is more general than A, where the conductors on the top and down metal layers are
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Fig. 2. 2.5-D capacitance calculation for a crossover structure [26].

Fig. 3. Two typical 2-D interconnect structure patterns (multi-dielectric environment is not drawn).
(a) Pattern-A: “sandwich” structure with three parallel wires. (b) Pattern-B: three metal layers with a fixed
number of conductors.

not required to be a big plane across the extraction window. On the layer where the master con-
ductor lies, there are two conductors on the left and right side of the master, respectively. At the
very bottom, there is an extra big-plane conductor representing the substrate ground. Although
not shown in Figure 3, the multi-dielectric environment is considered in these structures.

Usually in a window, only the conductors located on the nearest metal layers above and below
the master conductor are considered. Due to the proximity effect of electrostatic field, this brings
little error to the capacitances of the master. Therefore, most patterns are defined by three metal
layers (containing master conductor and its neighbor conductors) in a given process technology
and the numbers of conductors on each layer. A capacitance model for a pattern is built through
computing the capacitances of a lot of instance structures with field solver and then building ca-
pacitance models with look-up tables or curve-fitting techniques.

For revamping the accuracy drawback of 2.5-D extraction method, one measure is to allow in-
voking 3-D field solver for some extraction window with complicated structure. This does improve
the accuracy to some extent, but causes great increase of runtime due to the excessive computa-
tional time of 3-D capacitance extraction.

2.2 Neural Network-based Capacitance Extraction

The neural network with multiple hidden layers of neurons is often referred to as deep neural net-

work (DNN). Let x ∈ Rn be the input data and y ∈ Rm be the output data, then, the DNN can be
viewed as a function f (x ;θ ) : Rn → Rm with parameters θ . The form of the function f determines
the type of DNN. The training of a DNN and the prediction with a trained DNN are illustrated in
Figure 4. During the training, a large amount of input data along with the corresponding outputs
(called labels) are fed to the network. The network parameters θ are optimized to minimize the
difference between f (x ;θ ) and the corresponding labels. When the difference is sufficiently
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Fig. 4. The work flow of a DNN: (a) training stage, (b) prediction stage.

Fig. 5. An example of MLP network. The yellow, white, and blue circles stand for neurons in the input, hidden,
and output layers.

small, the network is trained to become a good regressor, which can be used to do prediction
(see Figure 4(b)).

The MLP neural network is a simple yet popular neural network, as shown in Figure 5 where

only one hidden layer is drawn. Suppose there arenl hidden layers. Leth (i ) be the variables residing

at ith hidden layer’s neurons. Those on the input layer and output layer can be denoted by h (0)

and h (nl+1) , respectively. The input data elements are assigned to each neuron in the input layer
and feed-forward to the next layer iteratively until they reach the output layer. For the ith layer, it

means h (i )
= дi (h (i−1) ) where дi is a function to represent the feed-forward process. In general, дi

is a compound function of a nonlinear activation function and a linear function including weight
parameters.

The MLP network has been studied in capacitance extraction of several 3-D structures [9]. The
idea is straightforward and can be applied to build the capacitance model of the 2-D patterns.
For Pattern-A, there are just three width/spacing parameters for describing the structure: w1,w2,
and s (see Figure 3(a)). For the example of Pattern-B (see Figure 3(b)), the parameters are widths
w1,w2,w3,w4,w5, and location coordinates x2,x3,x4,x5. This makes the regression model well
defined; the input x is just a vector including these geometry parameters, and the output y is a
vector including the total capacitance and coupling capacitances. With a lot of sample structures
for a pattern and corresponding capacitances results from field solver, the MLP-based model can
be trained.

Besides training approach and model architecture, different loss function also affects the diffi-
culty of optimization process and the performance of trained model. Usually the mean square
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Fig. 6. A 2-D structure of three metal layers with a variable number of conductors (multi-dielectric environ-
ment not drawn). The structure is referred to as Pattern-C.

error (MSE) is employed as the loss function for minimization:

MSE =
1

N

N∑
i=1

‖ f (x (i ) ;θ ) −y (i ) ‖2, (4)

where N is the number of training examples, x (i ) indicates the ith example, and y (i ) is the corre-
sponding label.

3 BUILDING CNN-CAP MODELS FOR 2-D AND 3-D INTERCONNECT CAPACITANCE

EXTRACTION

In this section, we first propose the idea of leveraging CNN to improve the capacitance modeling
of structure patterns. Then, we present a grid-based data representation, the CNN architecture,
and the training approach in details. Finally, we present the data generation approach and other
details.

3.1 The Basic Idea

In all existing methods, a pattern in the 2.5-D extraction flow is determined by a combination
of metal layers and the numbers of conductors on these layers. And, the geometric parameters
characterizing a pattern increases with the number of conductors in the pattern. For a pattern with
a large quantity of parameters, building an accurate model with either traditional approaches or
the MLP-based approach becomes difficult. To overcome this issue, we view the 2-D cross-section
structure as a kind of image and try to characterize capacitance-related information within it with
the convolutional neural network, which performs very well in image processing applications. So,
in this way, we can allow a pattern including a variable number of conductors and thus largely
reduce the number of patterns.

A 2-D pattern of cross-section view is illustrated by Figure 6. Its structure is more general than
that of Pattern-B in Section 2.1 The master conductor is still at the center of the middle layer. The
structure in Figure 6 is referred to as Pattern-C. Although the conductors can lie on more than
three metal layers, we assume they are just on three metal layers (with indexes i , j, and k) in the
rest of this article unless explicitly stated. The proposed method can be easily extended to the
patterns with more than three metal layers.

As a remedy for the inaccuracy of the 2.5-D extraction method, it is desirable to have a DNN
model well predicting the capacitances of 3-D interconnect structures. It is expected to run much
faster than 3-D field solver for the structure within extraction window. We consider this 3-D
structure can include a variable number of conductors, like Pattern-C, and also assume it includes
conductors lying on three metal layers (where the master conductor is in the middle layer). It is
more straightforward to view this 3-D interconnect structure as an image.
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Fig. 7. Grid-based data representation for a metal layer in a 2-D pattern. A case with three conductors is
shown in the first row. The following rows are the density map and the data representations for the calcula-
tion of total capacitance and coupling capacitances.

3.2 Grid-based Data Representation

Inspired by the idea of encoding the layout of interconnect wires with density-based features in
the design for manufacture (DFM) research [20], we propose to evenly divide the width of
extraction window into L grid cells. Thus, the conductor placement of a metal layer in 2-D structure
can be depicted by an L-dimensional vector. The value of vector element is the density, i.e., the ratio
of conductor occupying the grid cell. See the example in Figure 7, where the horizontal placement
of three conductors (labeled 1, 2, and 3), the grids, and the corresponding density map are shown.
For a Pattern-C structure, the conductor placement can be described with three L-dimensional
vectors. Notice this representation is not ambiguous if we guarantee that the grid size is less than
the minimum spacing between wires on the metal layer.

This grid-based representation cannot identify the master conductor. So, we must encode more
information into it. Suppose the structure includes nc conductors. Our problem is to extract one
total capacitance, and nc − 1 coupling capacitances. Consider the density-based representation for
one metal layer: d ∈ RL . We modify it to obtain an L-dimensional vector x for a sub-problem of
calculating total capacitance. The scheme of the modification is that, if the master conductor cov-
ers the ith grid, then we set xi = di + 1. The obtained feature vector x is shown as the third row in
Figure 7. For calculating the coupling capacitance between the master and an environmental con-
ductor, a unique feature vector is also generated by modifying d . Besides adding 1 to the elements
corresponding the cells overlapped with the master, we identify the environmental conductor
with the following operation: For each grid i that the environmental conductor covers, we set
xi = −di . Now, for calculating different coupling capacitance there is a different feature vector for
data representation. In Figure 7, the last two rows show the feature vectors for the sub-problems
of calculating coupling capacitancesC12 and C13, respectively. Notice that the data representation
clearly indicates which capacitance is calculated, but the scheme of modifying density vector
d is not unique. For example, we can set xi = di + 2 for master conductor and xi = di + 1 for
environmental conductor, which results in similar performance of the trained CNN model in our
experiments.

Because the values of total capacitance and coupling capacitance can differ for several orders
of magnitude, the accuracy demand for them is usually different. In this work, we distinguish the
problems of calculating total capacitance and of coupling capacitances and train two models for
them, respectively, for a given Pattern-C. This ensures the overall accuracy of capacitance extrac-
tion. With this idea and the proposed grid-based data representation, our method for building the
capacitance models can be depicted as Figure 8.

Notice that a sample structure is converted to nc data inputted to the two models in the training
stage. And, in the prediction stage, the trained model Model-CC for coupling capacitance will be
evaluated for nc − 1 times to output the nc − 1 coupling capacitances.

This data representation for 2-D pattern is naturally extendable to 3-D structures. The difference
is that for each metal layer the data is an L × L 2-D grid, instead of 1-D grid. The approach for

ACM Transactions on Design Automation of Electronic Systems, Vol. 28, No. 4, Article 56. Pub. date: May 2023.



CNN-Cap: Effective Convolutional Neural Network-based Capacitance Models 56:9

Fig. 8. The proposed method for building DNN-based capacitance models. (a) The training stage. (b) The
prediction stage. Here, 2-D structure is considered as an example.

Fig. 9. An example of a metal layer’s data representation for 3-D interconnect structure. The case includes
three conductors where the master conductor is in the middle. (a) The data representation for calculating the
total capacitanceC11. (b) The data representation for calculating the coupling capacitanceC12 (Conductor 2
is on the left).

identifying master conductor and environmental conductor need not change. Figure 9 shows an
example of a metal layer’s data representation for 3-D interconnect structure. And, the idea of build-
ing two different models for predicting total capacitance and coupling capacitances, respectively, is
also inherited. If we assume the structure includes three metal layers, then the data representation
is similar to an image with three color channels. This data representation combines the spatial
information and the indication of which capacitance is calculated and is therefore very compact.
So, it is possible that a small-size DNN could perform well enough in the inference with these
small-dimensional data. This would enable the high efficiency of the proposed CNN-Cap models.

3.3 CNN Architecture and Training Approach

Because the CNN is able to capture the spatial information in the data, it is expected to perform
better than MLP neural network for the problem of capacitance calculation. So, we develop the
CNN-based models (called CNN-Cap) for predicting the capacitances of interconnect structures.

ACM Transactions on Design Automation of Electronic Systems, Vol. 28, No. 4, Article 56. Pub. date: May 2023.
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Fig. 10. The architecture of proposed CNN-Cap for 2-D structures.

Either for 2-D or 3-D structure, there are two models with same architecture used for total capac-
itance and coupling capacitance, respectively.

The architecture of CNN-Cap is derived from the famous ResNet architecture [7] and that for
2-D structure is shown in Figure 10. For the 2-D CNN-Cap, the input data (pattern structure with
extraction information) is vectors. So, we just use 1-D convolutional layer (shown as colored block
in Figure 10). Notice that the number of metal layers in the pattern is like the concept of “channel”
of image data. A batch normalization and a ReLU layer are inserted after every convolutional
layer. The input data will reach the last convolutional layer through stacked convolutional layers.
Then, it will be pooled into a fixed-length vector by a 1-D average pooling layer with pooling size
32. Finally, the fixed-length vector will be fed to the fully connected (FC) layer with an output
dimension of one to predict capacitance. In Figure 10, the convolutional layer captioned “1x3 conv,
64” means it has 64 channels and a kernel size of 3. “/2” means to halve the input length (by a 1-D
pooling layer with pooling size 2 or a 1-D convolutional layer with a stride of 2). The convolutional
layers with the same color mean they have the same input length. Whenever a 1-D convolutional
layer halves the input length, the input channel will be doubled. The key point of CNN-Cap is the
shortcut connection, which takes a shallower vector h1 and a deeper vector h2 as input and takes
F (h1) +h2 as output. The function F is an identity mapping in most cases (solid line). The dotted
shortcut takes a 1-D 1x1 convolutional layer (equivalent to linear projection) as the mapping func-
tion when the shape of two input vectors is mismatched. The shortcut connection in CNN-Cap
architecture preserves the low-level features all the time, which makes training easier [7]. The
architecture of CNN-Cap for 3-D capacitance extraction follows the original ResNet, except that
the output is just a single number instead of a vector. It is briefly drawn as Figure 11. Specifically,
a ResNet model consists of a 7 × 7 convolutional layer and four stages. In each stage, there are
several blocks stacked. The first block halves the input by a pooling layer or a down-sampling
layer, while the other blocks output a tensor of the same shape as its input. As an example,
Figure 11 shows the details of the last block in ResNet-50 [7], including three convolutional

(conv) layers with their kernel size and number of output channels labelled, three batch normal-

ization (BN) layers and three ReLU layers. For the details of other stages and blocks, please refer to
Reference [7].
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Fig. 11. The architecture of proposed CNN-Cap for 3-D structures.

Thanks to the modified and advanced architectural modules, our CNN-Cap has better learning
ability than the MLP neural networks. This will be revealed with experimental results.

We have tested three architectures derived from ResNet-18, ResNet-34, and ResNet-50, which
include 18, 34, and 50 convolutional layers, respectively [7]. We found out that derived from ResNet-
34 is consistently better than that from ResNet-18 and performs similarly to that from ResNet-50.
So, the ResNet-34 derived architecture is employed in our experiments, if not explicitly stated. For
training CNN-Cap, the stochastic gradient descent (SGD) optimizer and the Adam optimizer
[10] are considered. Our experimental results show the Adam optimizer makes convergence easier
to reach and the trained model perform better. So, it is employed in this work. The approach of
grid search is used to find the appropriate learning rate and batch size, which affect performance
of the obtained CNN-Cap model. The value range of learning rate is from 10−5 to 10−2, and the
batch size is enumerated in {16, 32, 64, 128}.

For the cost function, in addition to the MSE loss function (4), we have tried the following loss
function:

MSRE =
1

N

N∑
i=1

(
1 − f (x (i ) ;θ )

y (i )

)2

, (5)

where N is the number of training data, x (i ) indicates the ith input data, andy (i ) is the correspond-
ing label. The division in Equation (5) stands for an element-wise division operation. This MSRE
loss function includes the relative error, so the optimization could possibly attain a better accuracy.
However, it may bring difficulty to the convergence of training process. We have done extensive
experiments and found out that the loss function MSRE is better than MSE for the task of training
the Model-CC for coupling capacitances (see Figure 8).

3.4 Dataset Generation and Other Discussion

In this work, a data is a 2-D or 3-D interconnect structure with the proposed data representation,
and the corresponding label includes the capacitances computed with a field solver. For a given
process technology and a specified triplet (i , j, k) of metal layer indices, we generate a set of data
for training the CNN-Cap models. A different set of data is employed to validate the performance
of the trained models. The data generation schemes for 2-D and 3-D extraction tasks are as follows:

For the 2-D extraction, we generate random sample structures of Pattern-C. We ensure that
the data complies with the rules of minimum width and minimum spacing of the process tech-
nology. As the structure is a cross-section view along the interconnect line, we let the width of
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Fig. 12. Two randomly generated data for: (a) Pattern-B and (b) Pattern-C. The multi-dielectric environment
is not depicted.

master conductor be a smaller value with larger probability and not exceed 10 times the minimum
width. Specifically, given the minimum width of metal wire w̃min , the width of master conductor
w is sampled with 5% probability from a uniform distributionU (w̃min , 10w̃min ) and 95% probabil-
ity from a categorical distribution. There are 10 outcomes in the categorical distribution, namely,

{w̃min , 2w̃min , . . . , 10w̃min }. And, the probability P (w = ηw̃min ) is
exp(−λη)∑10

j=1 exp(−λj )
, which means the

probability decays exponentially with the variable w . The parameter λ is set to 0.5 in our experi-
ments. As for the environmental conductors, we first randomly determine the number of environ-
mental conductors in each metal layer. The widths and positions of environmental conductors in a
layer are sequentially sampled from uniform distributions, and their sampling interval is calculated
by Algorithm 1 to ensure that the remaining environmental conductors can be legally placed.

ALGORITHM 1: Generating a layer of environmental conductors for a 2-D pattern

Input: Number of environmental conductors n, the minimum width wmin , the minimum spacing
smin , width of the pattern l .
Output: n generated environmental conductors represented by their horizontal coordinates.

1: x−1 ∼ U (0, l − (n − 1)smin − nwmin ) � x−1 ≥ 0,x−1 + nwmin + (n − 1)smin ≤ l
2: x+1 ∼ U (x−1 +wmin , l − (n − 1) (smin +wmin )) �

x+1 − x−1 ≥ wmin ,w
+
1 + (n − 1)smin + (n − 1)wmin ≤ l

3: for i ← 2 to n do

4: x−i ∼ U (x+i−1 + smin , l − (n − i )smin − (n − i + 1)wmin ) � x−i − x+i−1 ≥ smin . The upper bound
is similar to x−1 .

5: x+i ∼ U (x−i +wmin , l − (n − i ) (smin +wmin )) � Similar to x+1 .
6: end for

7: return [x−1 ,x
+
1 ], . . . , [x−n ,x

+
n ]

Similarly, the random data can be generated for the conventional patterns, such as Pattern-A
and Pattern-B. Notice we can also build the CNN-Cap model for a conventional pattern. The whole
width of the extraction window is determined with a simulation experiment to detect how far if
an environmental conductor is away from the master conductor the coupling capacitance between
them decreases to 1% of the total capacitance. Figure 12 shows the geometries of the conductors in
two data generated with our approach. Figure 12(a) stands for a data for Pattern-B and Figure 12(b)
is for Pattern-C.

The existing approach with MLP neural network cannot handle Pattern-C, because the structure
involves a variable number of conductors. Instead, we can combine the MLP with the grid-based
data representation. It means we connect the three vectors to form a long vector and then input it
to the MLP network. However, this hybrid model cannot have high accuracy, because the spatial
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Fig. 13. Top view of extraction window (only showing the metal layer including the master conductor).
(a) The case with a small-size master conductor within the core region. (b) The case with a large-size master
conductor exceeding the window.

information in the grid-based representation is lost. The comparison experiments in Section 4.2
validate this.

For 3-D extraction, a data is a 3-D window structure including interconnect wires on three
metal layers. Considering the actual usage of CNN-Cap model in the scenario of full-net/full-chip
extraction, we can assume the master conductor resides on the layer in the middle. The conductor
settings in the 3-D structures should also facilitate the assembly of capacitances extracted from
different windows, while the structures should cover as more as possible topologies in real ICs.

Considering the existence of long interconnect wires, we see that the master conductor can ap-
proach to the boundary of window. Directly computing the capacitances between the master and
environmental conductors in the window may cause large error due to the discrepancy between
the electrical field under the setting of extraction window and that in real circumstance. To resolve
this issue, we propose a concept of core-region within the window. As shown in Figure 13, the core-
region is formed with shrinking the window by a distance le . If master conductor is within the
core-region (see Figure 13(a)), then the computed coupling capacitance can have sufficient accu-
racy, since only the faraway part (that out of the window) of environmental conductor is ignored.
Otherwise, like that shown in Figure 13(b), we should cut the part outside the core-region (called
dummy master here) off the master conductor and regard the dummy master as an environmental
conductor during the extraction computation. Take the structure in Figure 13(b) as an example. The
remaining part of conductor 1 that is not master conductor in the extraction of window1 will be set
as the master conductor in the core-region of next window, i.e., core-region2 in window2 (contour
not drawn). With this treatment, the capacitance results from different extraction windows can be
combined to deliver accurate capacitance results. Therefore, a data for 3-D extraction should be a
window structure where the master conductor therein may be cut by the core-region. The touch-
ing of master conductor and dummy master (i.e., environmental conductor) cause singularity of
electric field and may bring difficulty in capacitance modeling.

The sample structures for 3-D extraction can be generated randomly or from real IC design. Due
to more geometry parameters, the randomly generated 3-D structures may not reflect or cover vari-
ous actual situations. So, if there are multiple real designs under same process technology, then gen-
erating the training data for 3-D structure by chopping their layout can be an easy and good choice.

4 EXPERIMENTAL RESULTS

The proposed CNN-Cap and other DNN models for comparison are implemented with PyTorch.
For the structures in datasets, we obtain the capacitance results (as labels of data) with the
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Table 1. The Geometric Parameters of the Metal Layers in the Two Tested
Process Technologies (in Unit of μm)

Layer index
55 nm Tech. 15 nm Tech.

thickness wmin smin thickness wmin smin

1 0.1 0.054 0.108 0.06 0.028 0.036

2 0.16 0.081 0.08 0.06 0.028 0.036

3 0.2 0.09 0.09 0.06 0.028 0.036

4 0.2 0.09 0.09 0.06 0.028 0.036

5 0.2 0.09 0.09 0.06 0.028 0.036

6 0.2 0.09 0.09 0.13 0.056 0.056

7 0.85 0.36 0.36 0.13 0.056 0.056

8 - - - 0.13 0.056 0.056

9 - - - 0.13 0.056 0.056

10 - - - 0.13 0.056 0.056

golden-standard capacitance solver Raphael [8]. All experiments are carried out on a Linux server
with two Intel Xeon Silver 4214 CPUs at 2.2 GHz and eight Nvidia RTX2080Ti GPUs.

2-D pattern structures are generated following two process technologies. One is a 55 nm process
technology from industry, while the other is the 15 nm process technology in FreePDK15 [2, 5].
The width of structure (extraction window) is set to 56w̃min , where w̃min is the minimum width
of the metal layer where the master conductor resides. The geometric parameters for the metal
layers in the two process technologies are listed in Table 1.

For the two technologies, we randomly choose some three-metal-layer combinations to generate
the 2-D patterns. For each pattern, we generated 50,000 sample structures with the approach in
Section 3.4 to form a dataset. Each dataset is then randomly split into a training subset (with 90%
of the samples) and a testing subset (with 10% of the samples). For CNN-Cap, which utilizes the
grid-based data, we convert a sample structure to nc data where nc is the number of conductors
in the sample. The number of grid cells (L) is set to 1,024, which ensures that the grid size is
less than the half of minimum spacing at any metal layer. To avoid the interference of very small
coupling capacitance, the coupling capacitance whose value is less than 1% of the corresponding
total capacitance is not considered in the training stage and the prediction stage. To tune the hyper-
parameters for CNN-Cap, we randomly choose a layer combination under the 55 nm technology
to generate a dataset of Pattern-C. With it, we tune the hyper-parameters to make the CNN-Cap’s
performance on the testing subset of this dataset best. The obtained hyper-parameters include
batch size set to 64, learning rate set to 10−4 for predicting total capacitance, and 10−5 for predicting
coupling capacitance.

In the following subsections, we will first evaluate the performance of 2-D CNN-Cap on Pattern-
B structures and then evaluate its performance on Pattern-C structures. After that, we present the
experimental results on 3-D capacitance extraction. The comparisons on runtime and model size
are studied last.

4.1 Results for 2-D Pattern-B Structures

For Pattern-B structures, the MLP-based model presented in Section 2.2 can be used as the baseline.
We call it MLP-Cap. Similar tuning is also applied to MLP-Cap, with a dataset of Pattern-B. For
the architecture, we tried different numbers of hidden layers and different numbers of neurons,
respectively. After some heuristic trials, we finally use an architecture with three hidden layers,
and 256, 256, and 512 neurons are set in the three layers, respectively. Three nonlinear activation
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Table 2. DNN Models’ Performance on Total Capacitance for 2-D Pattern-B Structures

Tech. Node Layers Method Erravд Errmax Ratio(Err>5%)

55 nm (2, 3, 6)
MLP-Cap 0.8% 8.1% 0.4%
CNN-Cap 0.2% 1.2% 0

55 nm (2, 4, 6)
MLP-Cap 1.2% 11.4% 0.7%
CNN-Cap 0.2% 1.0% 0

15 nm (1, 3, 5)
MLP-Cap 0.5% 3.8% 0
CNN-Cap 0.2% 1.3% 0

15 nm (1, 3, 8)
MLP-Cap 0.5% 5.2% 0.0%
CNN-Cap 0.2% 1.1% 0

Table 3. DNN Models’ Performance on Coupling Capacitance for 2-D Pattern-B Structures

Tech. Node Layers Method Erravд Errmax Ratio(Err>10%)

55 nm (2, 3, 6)
MLP-Cap 3.3% 114% 6.6%
CNN-Cap 2.4% 13.5% 0.1%

55 nm (2, 4, 6)
MLP-Cap 2.5% 89.2% 4.4%
CNN-Cap 1.4% 11.8% 0.0%

15 nm (1, 3, 5)
MLP-Cap 2.5% 87% 3.7%
CNN-Cap 1.1% 9.6% 0

15 nm (1, 3, 8)
MLP-Cap 2.0% 49.0% 1.4%
CNN-Cap 0.9% 14.3% 0.1%

functions, ReLU, Sigmoid, and Tanh, are tested. The results show that Tanh function consistently
surpasses the other two. The grid search is used to find the appropriate learning rate and batch size.
Finally, the batch size is set to 32, and the learning rate is set to 10−5. Besides, the loss functions
of MSE (4) and MSRE (5) are tested with MLP-Cap. The results show that the MSE loss function
makes MLP-Cap perform better.

In this experiment, the pattern is the same as that in Figure 3(b) which includes 1, 3, and 1 con-
ductors on three metal layers, respectively. And, the structure can be described with nine geometric
parameters, which are the input to MLP-Cap. The results for predicting total capacitance and cou-
pling capacitance, for four datasets from the both technologies, are shown in Tables 2 and 3, respec-
tively. In the tables, every two rows correspond to a dataset generated for a pattern. The column
“Layers” contains the triplet (i , j,k), representing the indices of three metal layers. Erravд means the
average of the relative error’s absolute value. Errmax means the maximum of the relative error’s
absolute value. Ratio(Err>5%) in Table 2 means the ratio of the number of total capacitances with
error larger than 5% to the number of all total capacitances predicted. Ratio(Err>10%) in Table 3
means the ratio of the number of coupling capacitances with error larger than 10% to the number
of all coupling capacitances predicted. Here, we regard relative error of 5% as the accuracy criterion
for total capacitance and the relative error of 10% as the accuracy criterion for coupling capacitance.

The experimental results show that CNN-Cap always performs better than MLP-Cap. In more
detail, both CNN-Cap and MLP-Cap can predict total capacitance with less than 1% relative error
on average, while the maximum relative error of CNN-Cap is not larger than 1.3%. However, the
maximum relative error of MLP-Cap is often larger than 5%. As for predicting coupling capacitance,
the maximum relative error of MLP-Cap is always larger than 10% and can be as large as 114%. On
the contrary, only a very few of coupling capacitances (at most 0.1% of all coupling capacitances)
computed with CNN-Cap have relative error larger than 10%.
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Fig. 14. The calculated coupling capacitance versus relative error for 2-D Pattern-B structures. Layer com-
bination (2, 3, 6) layer combination in the 55 nm technology. (a) Results of MLP-Cap. (b) Results of
CNN-Cap.

Figure 14 shows the coupling capacitances calculated with MLP-Cap and CNN-Caps, respec-
tively, along the relative error of each capacitance. From the figure, we see that CNN-Cap can
accurately predict most coupling capacitance, and the few examples of inaccurate prediction usu-
ally correspond to a small coupling capacitance. This means reasonable and acceptable accuracy.
On the contrary, the MLP-Cap is unsatisfactory in many cases, and its maximum error is very
large, as shown in Figure 14(a).

In addition to those in Tables 2 and 3, the dataset for layer combination (2, 5, 7) under the
15 nm technology has been generated and tested. The results show that for all the tested datasets,
the average relative error of CNN-Cap on total capacitance and coupling capacitance are just
0.22% and 1.36%, respectively. This experiment demonstrates the good accuracy of CNN-Cap for
Pattern-B structures.

Another capacitance modeling approach that may have good accuracy is based on look-up table
and the bilinear interpolation. For the considered Pattern-B structures, if each parameter takes 20
sample values, then the total numbers stored in the look-up table would be 209 = 5.12× 1011, which
leads to unacceptable memory cost in reality. This demonstrates the advantage of capacitance
modeling technique based on neural networks.

4.2 Results for 2-D Pattern-C Structures

For generating the sample structures of Pattern-C, we assume the total number of conductors
on the up and down metal layers ranges from 6 to 8. Such a pattern with a variable number
of conductors cannot be handled by a single MLP-Cap. So, we consider the hybrid method
discussed in Section 3.4 as the baseline. It is called Grid+MLP model. It utilizes the grid-based
data representation and shares the same architecture and hyper-parameters as MLP-Cap. And, it
is trained with the same approach for MLP-Cap.

The results of CNN-Cap and Grid+MLP model for five datasets of Pattern-C are listed in Tables 4
and 5. The results show that CNN-Cap performs much better than Grid+MLP. The maximum rel-
ative error of CNN-Cap on total capacitance is not larger than 1.3%. As for coupling capacitance,
the performance of the Grid+MLP is much worse and unacceptable, with the maximum error as
large as 542%. On the contrary, the relative error derived from the CNN-Cap is less than 10% for
more than 99.5% predicted capacitances. For all the tested datasets the average relative error of
CNN-Cap on total capacitance and coupling capacitance are just 0.18% and 1.38%, respectively.

Figure 15 shows the calculated coupling capacitance (by CNN-Cap) versus relative error
for Pattern-C structures. It reveals again that CNN-Cap has very good accuracy on coupling
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Table 4. DNN Models’ Performance on Total Capacitance for 2-D Pattern-C Structures

Tech. Node Layers Method Erravд Errmax Ratio(Err>5%)

55 nm (2, 3, 6)
Grid+MLP 0.4% 7.5% 0.1%
CNN-Cap 0.1% 1.0% 0

55 nm (2, 4, 6)
Grid+MLP 0.7% 7.7% 0.1%
CNN-Cap 0.2% 1.1% 0

15 nm (1, 3, 5)
Grid+MLP 0.7% 4.3% 0
CNN-Cap 0.2% 1.1% 0

15 nm (1, 3, 8)
Grid+MLP 0.5% 5.4% 0.1%
CNN-Cap 0.2% 1.2% 0

15 nm (2, 5, 7) CNN-Cap 0.2% 1.3% 0

Table 5. DNN Models’ Performance on Coupling Capacitance for 2-D Pattern-C Structures

Tech. Node Layers Method Erravд Errmax Ratio(Err>10%)

55 nm (2, 3, 6)
Grid+MLP 10.4% 542.4% 27.1%
CNN-Cap 1.2% 38.6% 0.3%

55 nm (2, 4, 6)
Grid+MLP 9.1% 489.3% 22.7%
CNN-Cap 1.2% 14.4% 0.1%

15 nm (1, 3, 5)
Grid+MLP 9.8% 492.8% 24.8%
CNN-Cap 1.8% 38.8% 0.4%

15 nm (1, 3, 8)
Grid+MLP 11.4% 390.4% 30.8%
CNN-Cap 1.5% 12.4% 0.0%

15 nm (2, 5, 7) CNN-Cap 1.2% 15.3% 0.0%

Fig. 15. The calculated coupling capacitance versus relative error for 2-D Pattern-C structures. (a) Results of
CNN-Cap for layer combination (2, 3, 6) in the 55 nm technology. (b) Results of CNN-Cap for layer combi-
nation (1, 3, 5) in the 15 nm technology.

capacitance for most structures. For example, for the test data corresponding to layer combination
(2, 3, 6) in the 55 nm technology, only 0.3% of all coupling capacitances has error larger than 10%.
And, the large error always occurs on the very small coupling capacitances.

To demonstrate that CNN-Cap performs well not only when the conductors lie on three metal
layers, an experiment is first conducted on the Pattern-C dataset for layer combination (1, 3) under
the 15 nm technology. To apply CNN-Cap to this scenario, the number of channels modified to 2.
The experimental results show that the average relative error of CNN-Cap on total capacitance and
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Table 6. The Total-capacitance Errors of 2-D CNN-Cap Trained on Different Datasets
for Layer Combination (1, 3, 5)

Training Dataset
Testing on Pattern-B Testing on Pattern-C

Erravд Errmax Ratio(Err>5%) Erravд Errmax Ratio(Err>5%)

Whole Pattern-C 0.3% 4.8% 0 0.2% 1.1% 0
Pattern-Bhal f +Pattern-Chal f 0.2% 1.0% 0 0.1% 1.0% 0

Table 7. The Coupling-capacitance Errors of 2-D CNN-Cap Trained on Different Datasets
for Layer Combination (1, 3, 5)

Training Dataset
Testing on Pattern-B Testing on Pattern-C

Erravд Errmax Ratio(Err>10%) Erravд Errmax Ratio(Err>10%)

Whole Pattern-C 2.5% 46.4% 2.1% 1.8% 38.8% 0.4%
Pattern-Bhal f +Pattern-Chal f 2.0% 13.3% 0.1% 2.0% 26.0% 0.5%

coupling capacitance are 0.2% and 1.9%, respectively, and the maximum relative error of CNN-Cap
on total capacitance and coupling capacitance are 1.9% and 9.3%, respectively. Then, we conduct an
experiment on the Pattern-C dataset for layer combination (1, 3, 5, 7) under the 15 nm technology.
The results show that the average relative error on total capacitance and coupling capacitance are
0.3% and 1.9%, respectively, and the maximum relative error on total capacitance and coupling
capacitance are 1.4% and 22.9%, respectively. There are only 0.5% of coupling capacitances with
error larger than 10%. The master conductor resides on layer 3 in these two experiments.

To demonstrate the generalization ability of CNN-Cap, we show the results of training and
testing on different datasets in Tables 6 and 7. The previous datasets for layer combination (1, 3, 5)
under the 15 nm technology are used. We first test the performance of the CNN-Cap trained with
original Pattern-C training subset on the Pattern-B test cases. Then, we randomly select half of
the training data of Pattern-B and Pattern-C cases and combine them to obtain a training subset of
the same size. With it, we train a CNN-Cap model and test its performance on the Pattern-B and
Pattern-C test cases. From the results in Tables 6 and 7, we see that the model trained on Pattern-
C data can generalize to the unseen data (Pattern-B) to a certain extent, i.e., the average relative
errors of total capacitance and coupling capacitance are just 0.3% and 2.5%, respectively. This is
because Pattern-C is a more complicated than Pattern-B. However, there are 2.1% of all coupling
capacitances that have relative error larger than 10%. This is because Pattern-B and Pattern-C are
two disjoint datasets. Specifically, the total number of conductors in the up and down metal layers
is 2 in Pattern-B structure, while it ranges from 6 to 8 in Pattern-C structure. On the contrary,
with the combined training subset the performance of CNN-Cap is similarly well as the results in
Tables 2 and 3. And, it performs much better for predicting the capacitances of Pattern-B structures.
This demonstrates how our method will be deployed in a more general scenario.

An additional experiment is carried out to evaluate the effect of training set’s size on CNN-Cap’s
accuracy. We change the ratio of the training subset from 90% to 80%, 70%, down to 10%, and then
rerun the training process for a dataset of Pattern-C, respectively. For each resulted CNN-Cap
model, we examine it with the testing subset. The average relative error on coupling capacitance
and the ratio of the coupling capacitances with error larger than 10% are plotted in Figure 16. From
it, we see that, when the ratio of training subset is 50% or larger (meaning with 25,000 data or more)
the trained CNN-Cap model always has fairly good accuracy. Similar results are observed for the
total capacitance. Therefore, a training set with 25,000 data through 45,000 data is usually sufficient
for building an effective CNN-Cap model.
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Fig. 16. The accuracy of 2-D CNN-Cap on coupling capacitance vs. the size of training subset.

Table 8. CNN-Cap’s Performance on Total Capacitance and Coupling Capacitances for the
3-D Structure with (1, 2, 3) Metal-Layer

Architecture
Error on Total Cap. Error on Coupling Cap.

Erravд Errmax Ratio(Err>5%) Erravд Errmax Ratio(Err>10%)

ResNet-34 1.1% 16% 1.3% 3.1% 44% 4.1%

ResNet-50 1.1% 7.7% 1.0% 3.4% 63% 4.2%

4.3 Results for 3-D Structures

With a real SRAM design whose layout size is about 165μm × 188μm, we collect 3-D interconnect
structures by chopping the layout with a 5μm × 5μm window. The distance le determining the
core-region (see Figure 13(a)) in each window is set 0.5μm, which is large enough to make accurate
result of capacitance extraction. We have obtained 8,685 such window structures, each of which
derives a data after specifying a (i, j,k) metal-layer combination and a master conductor. Notice
in each window structure there is possible dummy master touching the master conductor (see
Figure 13(b)).

For the metal-layer combination (1, 2, 3) in the SRAM design, we build a dataset with 13,579
sample structures for extraction after specifying the master conductor. It is then randomly split
into a training subset (with 90% of the samples) and a testing subset (with 10% of the samples).
The number of grid cells along one direction (L) is set to 200, which ensures that the grid size
(equal to 25 nm) is less than the half of minimum wire spacing. With the training subset the 3-D
CNN-Cap models are trained. The hyper-parameters include batch size set to 32, learning rate set
to 10−4. The inference results on the testing subset are listed in Table 2 for the model derived from
ResNet-34 and ResNet-50, respectively.

From Table 8, we see that most of total capacitances have error within 5%; only for 1% of testing
data the error of total capacitance can be larger than 5%, with the maximum just 7.7%. For the
coupling capacitance, most cases have error within 10%, and only about 4% of tested data violates
this criterion. Comparing the two architectures for CNN-Cap, we see that the both have similar
performance and that ResNet-50 may derive better accuracy on total capacitance with smaller
maximum error. In Figure 17, we show the plots of capacitance result versus relative error. They
demonstrate the accuracy of the proposed CNN-Cap for 3-D capacitance extraction.
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Fig. 17. The capacitance result of CNN-Cap versus relative error for 3-D structures. (a) Results of total ca-
pacitance. (b) Results of coupling capacitance.

Table 9. The Average Runtimes of CNN-Cap, Raphael, and RWCap for Calculating the Capacitances of a
2-D or 3-D Structure

Method
2-D Structure 3-D Structure

Raphael CNN-Cap Sp. Raphael RWCap CNN-Cap Sp1 Sp2

Time (ms) 704 0.15 4,693× 95,346 1,420 7.43 12,833× 191×
Sp1 and Sp2 are the speedup ratios of CNN-Cap to Raphael and RWCap (run with 32 threads), respectively.

4.4 Comparisons on Runtime and Model Size

We compare the prediction time of 2-D CNN-Cap with the 2-D field solver rc2 within Raphael. For
a dataset including 50,000 Pattern-C structures, we extract the capacitances of them with CNN-Cap
and Raphael, respectively. Their average runtimes per structure are listed in Table 6. The testing
batch size is 2,048. As for 3-D extraction, 1,358 structures from the testing subset are extracted
with CNN-Cap, Raphael rc3, and the random walk-based solver RWCap [22, 28], respectively.
Raphael runs with setting the number of grids to 107, while RWCap runs with 32-thread parallel
computing and a tolerance of 1% for the 1-σ error of total capacitance. The testing batch size for 3-
D CNN-Cap is 32. Their average runtimes are also listed in Table 9. Notice that multiple inferences
are carried out with CNN-Cap to produce the total capacitance and coupling capacitances for a
sample structure.

From the table, we see that 2-D CNN-Cap runs 4,693× faster than Raphael rc2, while 3-D CNN-
Cap runs more than 10,000× faster than Raphael rc3 and 191× faster than the parallel RWCap.
Even though we can run multiple processes of Raphael on the machine, say, 32 processes, calcu-
lating capacitance with CNN-Cap can still be several hundred times faster than running the
conventional field solvers.

As for the model size, a 2-D CNN-Cap model has 14,473,418 parameters occupying 55.2 MB
storage, which is much smaller than the look-up-table-based model. For the model size of 3-D
CNN-Cap, it has 23,510,081 parameters occupying 89.7 MB storage.

The training time for a 2-D CNN-Cap model is about 1.3 hours. Considering various layer com-
binations for a given process technology with 10 metal layers (like that in FreePDK15), we see
that building all CNN-Cap models can be completed within a week on a GPU server with eight
Nvidia RTX2080Ti GPUs. And, the CNN-Cap models deliver much better accuracy than the exist-
ing methods for pattern capacitance modeling. As for the training of 3-D CNN-Cap model, in our
experiment setting, its time cost is not larger than five hours. Therefore, the time for building the
3-D CNN-Cap for a process technology is also affordable.
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5 CONCLUSIONS AND DISCUSSIONS

In this work, a CNN-based capacitance model called CNN-Cap and the corresponding model-
building techniques are proposed. They include a grid-based data representation for 2-D and 3-D
interconnect structures and a ResNet-like CNN architecture and corresponding training approach.
CNN-Cap is able to predict the total capacitance and coupling capacitances for the 2-D and 3-D
structure with a variable number of conductors. This largely reduces the number of 2-D patterns
and the corresponding capacitance models or improves the accuracy of the pattern matching-based
extraction methodology. Extensive experiments have demonstrated the accuracy and efficiency of
the CNN-Cap model and its advantages over MLP-based models and traditional model-building
approaches.

The proposed grid-based representation in CNN-Cap cannot unambiguously handle non-
Manhattan conductor shapes, and the proposed method is customized for a process technology
and requires retraining when deployed to new process technology. In the future, extending the
CNN-Cap models to consider non-Manhattan conductor shapes, the process-variation effects, and
making it independent from process technology will be explored.
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