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ABSTRACT
The increase of disinformation in scientific news across a variety of
domains has generated an urgency for a robust and generalizable
approach to automated scientific claim verification (SCV). Available
methods of SCV are limited in either domain adaptability or scal-
ability. To facilitate building and evaluating more robust models
on SCV we propose MSVEC, a multidomain dataset containing
200 pairs of verified scientific news claims with evidence research
papers. To understand the capability of large language models on
the SCV task, we evaluated GPT-3.5 against MSVEC. While meth-
ods of fact-checking exist for specific domains (e.g., political and
health), the use of large language models exhibits better gener-
alizability across multiple domains and is potentially compared
with state-of-the-art models based on word embeddings. The data
and software used and developed for this project are available at
https://github.com/lamps-lab/msvec.
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1 INTRODUCTION
Statistics show that over 50% of Americans consumed news through
social media [1]. In combination with the popularity of information

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
MobiHoc ’23, October 23–26, 2023, Washington, DC, USA
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9926-5/23/10. . . $15.00
https://doi.org/10.1145/3565287.3617630

retrieval through social media, disinformation shared through this
medium spreads six times faster than the rate of true news [1]. With
the rise of news consumption on the social Web, it is becoming
increasingly difficult to discern factual news from news containing
misinformation and disinformation. Automatically detecting and
debunking disinformation is a long-standing issue, and various
methods have been proposed. Fact-checking websites have helped
suppress the spread of disinformation in scientific news, along
with the development of automated verification methods utilizing
machine learning and natural language processing [10].

The process of verifying scientific news claims with evidence
documents is apportioned into two sub-tasks: stance labeling and
rationale annotation. Each news claim is generally a one-sentence
statement related to a scientific discovery for which an evidence
document addresses, such as Sleep Deprivation Is Surprisingly Effec-
tive as an Antidepressant. Stance labeling refers to determining the
stance of a research paper with respect to the scientific news claim
(supporting or contradictory). An expert-verified scientific news
claim is expected to receive a label of SUPPORT by the model, as
the accompanying research paper should contain supporting evi-
dence of the discovery. Moreover, a claim encouraging false news
should receive a label of CONTRADICT by the model, as the related
research paper should contain contradictory evidence of a false
claim. The second task in SCV, namely rationale annotation, entails
labeling individual sentences in the research paper to determine
the stance labels (support or contradict). If the model labeled a true
claim as being supported by the research paper, sentence rationales
indicate the specific sentences used in the decision-making.

Available datasets are typically limited to a focused domain such
as health; models trained on these datasets may not be generalizable
in unrelated domains. Machine learning models such as MultiVerS
[10] and BEVERS [3] build upon pre-trained language models (LMs)
to embed claims and evidence documents. These LMs, such as BERT
[4] learn natural language patterns and are successful in tasks
such as understanding sentiment. However, their performance on
SCV tasks across multiple domains has not been widely tested. To
support such evaluations, a benchmark dataset covering claims
and evidence in multiple domains must be built. Table 1 shows
the existing SCV datasets and compares them with the dataset we
propose in this paper.

In this paper, we developed a novel benchmark dataset calledMul-
tidomain Scientific Claim Verification Evaluation Corpus (MSVEC)
containing 200 news-paper pairings used for testing the effective-
ness of models in SCV.We outline the process of creating the dataset
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and examine the results generated by querying Generative Pre-
training Transformer (GPT-3.5) for the tasks of stance labeling and
rationale annotation. Our results demonstrate the capabilities of a
typical LLM in SCV. Our major contributions are as follows:

(1) Developed a multidomain testing dataset containing scien-
tific claims from news articles with evidence papers and
human-annotated rationales. Our dataset contains news claims
from 10 domains and consists of 151 true and 49 false claim-
paper pairings.

(2) Evaluated the performance of a zero-shot method with GPT-
3.5 against the MSVEC dataset on two sub-tasks: stance
labeling and identifying sentence rationales.

Table 1: Comparison of MSVEC with existing SCV datasets.

Dataset # Claims Domains Source

SciFact-open 279 Biomedical Research Papers
HealthVer 230 Covid Web
Covid-Fact 46 Covid Web + Generated

MSVEC 200 Multiple Fact-checking websites +
Research Papers

2 RELATEDWORK
Several domain-specific datasets exist for training models on SCV.
SciFact contained about 1.4K scientific claims and a search corpus
of about 5K abstracts that provided either supporting or refuting
evidence for each claim [8]. The claims in SciFact-open are extracted
from the citation context of research papers in biomedical sciences.
SciFact-open includes 279 claims verified against a search corpus
of 500K abstracts [9]. SciFact-open takes into account new means
of deviation such as varying levels of specificity between the claim
and the research abstract.

HealthVer andCovid-Fact are known examples of existing datasets
developed on the health domain. HealthVer is a COVID-19 focused
dataset that contains 14K evidence-claim pairs manually anno-
tated as support, refute, or neutral. The claims were retrieved from
TREC-COVID [7] and from search engines when queried for ques-
tions regarding COVID-19; the abstracts were ranked using a T5
relevance-based model [6]. When trained on the HealthVer dataset,
the BERT-base model achieved an F1 score of 73.54%. This could be
attributed to the fact that the testing data are in the same domain
as the training data.

Another domain-specific dataset is COVID-Fact, consisting of
4,086 claims concerning COVID-19 [5]. This dataset was constructed
using a unique approach in that all true claims were collected, while
all counter-claims were automatically generated by altering the
true claims. True scientific news claims were scraped from the
r/COVID19 subreddit, which required all posts to include peer-
reviewed evidence. From these verified claims, COVID-Fact auto-
matically generated counter-claims to be used as false claims in the
training data.

Although the existing datasets for training SCV models perform
well on the testing part of the respective dataset, these corpora
usually focus on a narrow scope of domains. MSVEC attempts to

provide a dataset containing scientific claims across multiple do-
mains of expert-verified news claims with accompanying evidence
in the form of research paper abstracts.

3 DATASET CONSTRUCTION
3.1 Data Acquisition
The scientific news claims in MSVEC are scraped from credible sci-
entific news outlets or fact-checkingwebsites, including Snopes.com,
ScienceAlert.com, and Reuters.com. This data was obtained by
crawling webpages posted from 2014 to 2022, from which posts
containing research articles as evidence were hand-selected. Af-
ter parsing the crawled HTML, only scientific news was selected
that contained URLs linking to research articles to back up the
justification of the labels. The research articles are identified by
URLs containing DOIs or linking to a list of known publishers.
All scientific news articles from ScienceAlert were deemed to be
true and the references were used as the evidence papers. The
titles from ScienceAlert were used as the claims. News articles
from Snopes.com were crawled using the sitemap and scientific
fact-checking articles backed by research papers were selected as
references. Claims extracted from Snopes.com contained an explicit
HTML class embedding which was used as the claim of the news ar-
ticle. For Reuters.com, the first paragraph of an article was adopted
as the claim. For this pilot study, only news articles labeled as true
or false were selected. We identify one evidence paper for each
news article.

The resulting dataset consisted of 200 scientific news claims,
each linking to a scientific research paper abstract relevant to the
claim. This set of claim-abstract pairings served as the ground truth
for abstract-level stances of SUPPORT or CONTRADICT. For the
sentence-level rationales, individual sentences of each abstract were
manually annotated by a computer science student and served as
the ground truth.

3.2 Subject Domains and Metadata
MSVEC includes 10 subject domains as shown in Table 2, namely:
Environment, Health, Humans, Nature, Opinion, Physics, Society,
Space, Tech, and a small fraction of early news from ScienceAlert
was uncategorized. News articles labeled as mixed in truthfulness
were gathered but were left out of the dataset so only true and
false claims are retained. Metadata for each claim-paper pairing
was manually extracted from the source. These metadata fields
include news publication date, news and scientific paper URLs,
domain, research paper authors, publication date, venue, and title.
Domain labels for news claims received from ScienceAlert.comwere
included in the article, while news claims scraped from Reuters.com
required manual annotation by a computer science student for
categorizing the domain of the news. Table 2 outlines the properties
of the MSVEC dataset.

Table 3 lists the top online libraries by number of research paper
contributions. Of the 200 claim-paper pairings, 24.5% of the relevant
abstracts were sourced from onlinelibrary.wiley.com. While only
156 of the 200 pairings are accounted for in this table, the additional
online libraries each contributed less than 1.5% per web domain,
with some libraries contributing a single research paper.
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Table 2: Properties of the MSVEC dataset. The number of news-paper pairings is equal to the number of claims.

Subject Domain # News-Paper Pairs Percentage ScienceAlert Reuters Snopes/Other True False

Health 70 35.0% 9 36 25 47 23
Environment 22 11.0% 7 5 10 13 9

Society 21 10.5% 7 10 4 17 4
Humans 19 9.50% 7 7 5 13 6
Nature 16 8.00% 7 4 5 16 0
Space 12 6.00% 7 1 4 9 3
Tech 12 6.00% 7 2 3 12 0

Opinion 11 5.50% 7 3 1 9 2
Physics 9 4.50% 7 0 2 7 2

Uncategorized 8 4.00% 7 0 1 8 0

Table 3: The top 10web domains of URLs linking to scientific papers.

Web Domain # Papers Percentage

onlinelibrary.wiley.com 49 24.5%
ncbi.nlm.nih.gov 23 11.5%
jamanetwork.com 18 9.00%
sciencedirect.com 18 9.00%

pnas.org 13 6.50%
pubs.acs.org 12 6.00%

tandfonline.com 9 4.50%
bmj.com 6 3.00%

link.springer.com 5 2.50%
science.org 3 1.50%

4 EXPERIMENTS AND RESULTS
4.1 Zero-shot Scientific Claim Verification with

GPT 3.5
GPT 3.5 is an LLM with 175 billion parameters, 4096 tokens, and is
among the most capable LLMs available [2]. LLMs are generative
deep learning models trained with tens of terabytes of data from
the Web. We use the gpt-3.5-turbo API to complete both the stance
labeling and rationale annotation tasks. For stance labeling, GPT
was fed a scientific news claim and research paper abstract pair
and was requested to label the stance (SUPPORT or CONTRADICT )
of the paper with respect to the claim. A relevance scoring was
also requested (0-1000) based on how relevant the abstract was to
the claim but was not used in the confusion matrix of the model.
For rationale annotation, GPT was supplied an abstract consisting
of numbered sentences and replied with an array of numbers cor-
responding to the sentences that can be used as stance evidence.
During the stance labeling process, the temperature of the model
was tested at 0.25, 0.50, and 0.75. Temperature is a hyperparameter
controlling the randomness of the generated text, where higher
temperatures result in an increased creativity of the responses. Each
temperature received three trials and a final consensus was made
using a majority voting algorithm applied to the labels. While per-
forming the rationale annotation, each temperature was tested only
once.

4.2 Stance Labeling
In this task, GPT was expected to label SUPPORT for abstracts rele-
vant to true news claims and CONTRADICT for abstracts relevant
to false news claims. A third label of not enough information (NEI)
was allowed as an option for the model, though none existed in the
ground truth. Instances in which GPT labeled the abstract as NEI
were re-queried an additional 3 times with an altered prompt, only
allowing for a binary response of SUPPORT or CONTRADICT.

The model was heavily biased towards labeling previous NEI
abstracts as CONTRADICT after the option for NEI was removed.
In 47 re-queries of GPT without the option of NEI, 46 responses
were labeled as CONTRADICT despite a mixture of true and false
claims.

The performance of both labels (support and contradict) was
measured based on the metrics of precision, recall, and F1 score.
Scientific news claims labeled as true in the ground truth and SUP-
PORT by GPT were considered to be true positives (TP) for the
support class. False news claims labeled as CONTRADICT by GPT
were labeled as true negatives (TN). If the label for the claim was
false and GPT answered with SUPPORT, this was classified as a
false positive (FP). True news claims that received a label of CON-
TRADICT by the model were classified as false negatives (FN). The
positive label for the confusion matrix was dependent upon which
class was being tested; the aforementioned classifications are for
the support class specifically. Figure 1 displays an example of the
completion of a GPT-3.5 stance labeling prompt and response. This
is the original prompt that GPT received. If the NEI label was found
in the response, we altered the query by removing the NEI option.

Results. Table 4 shows the precision, recall, and F1 scores for
both classes of the stance labeling task. In both instances, the lowest
temperature used in querying GPT (0.25) achieved the highest F1
score for its class. Similarly, both classes performed at their worst
when the temperature was at its highest (0.75). However, the model
performed substantially worse with the highest F1 being 0.491 when
measured by the CONTRADICT class, which is 0.144 lower than
the SUPPORT class.

Consistency. Asmentioned above, tomitigate the varied responses
from GPT at a non-zero temperature, we submit three queries for
each temperature and use a majority voting to decide the final label.
Table 5 displays the consistency of the model’s responses across
each temperature. Consistencies of 1/3 do not exist as claims which
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Figure 1: An example stance labeling prompt and response.

Table 4: GPT-3.5 stance labeling results. The best performance is
highlighted in bold.

Temperature Class Precision Recall F1

0.25 SUPPORT 0.902 0.490 0.635
0.50 SUPPORT 0.900 0.477 0.623
0.75 SUPPORT 0.848 0.444 0.583

0.25 CONTRADICT 0.347 0.837 0.491
0.50 CONTRADICT 0.342 0.837 0.485
0.75 CONTRADICT 0.306 0.755 0.435

were initially NEI were re-queried with binary label options of SUP-
PORT or CONTRADICT. As expected, lower temperatures produced
more consistent responses while higher temperatures generated
more volatility in the labeling. A majority voting algorithm was
used for deciding on a single label from the 2/3 consistency cases.
The result indicates that a majority voting on multiple queries is
necessary to reduce the randomness of answers given by GPT. Even
at a low temperature (0.25), there is nearly a 20% chance that three
exact queries do not obtain the same answer.

Table 5: GPT-3.5 consistency of responses for each temperature out
of 3 identical queries.

Temperature Consistency # Queries Percentage

0.25 3/3 163 81.5%
0.25 2/3 37 18.5%

0.50 3/3 129 64.5%
0.50 2/3 71 35.5%

0.75 3/3 115 57.5%
0.75 2/3 85 42.5%

Support class results by subject. Table 6 shows the precision, recall,
and F1 scores for the support class of the stance labeling task by
individual subjects. The Uncategorized subject achieved the highest
performing F1 score of 0.857, followed by the Space and Tech. The
Environment and Opinion are tied for the lowest F1 score of 0.500.

The value for the Temperature column was chosen based on the
best-performing F1 score for each subject.

Table 6: GPT-3.5 SUPPORT class stance labeling results by subject.

Domain Size Temperature Precision Recall F1

Health 70 0.25 0.875 0.447 0.592
Environment 22 0.25 / 0.75 0.714 0.385 0.500

Society 21 0.50 0.917 0.647 0.759
Humans 19 0.75 0.857 0.462 0.600
Nature 16 0.50 1.000 0.563 0.720
Space 12 0.25 1.000 0.667 0.800
Tech 12 0.25 1.000 0.667 0.800

Opinion 11 0.25 / 0.50 / 0.75 1.000 0.333 0.500
Physics 9 0.75 1.000 0.429 0.600

Uncategorized 8 0.25 / 0.50 1.000 0.750 0.857

Contradict class results by subject. Table 7 shows the precision,
recall, and F1 scores for the contradict class of the stance labeling
task by subject. Space achieved the highest performing F1 score of
0.667 while Nature, Tech, and Uncategorized all have undefined F1
scores as these subject domains do not contain false claims (Table 2).
The value for the Temperature column was chosen based on the
best-performing F1 score for each domain.

4.3 Rationale Annotation
A second prompt was engineered for the task of annotating ra-
tionales, along with the formation of an alternative ground truth.
Rationale annotation utilized a binary labeling system such that 1
represented an abstract sentence used in determining the stance
label, while a 0 indicated that the sentence was not relevant to
determining the stance of the abstract with respect to the news
claim. A sentence that GPT defined as being a rationale for stance
labeling and was labeled as 1 in the ground truth is classified as a
TP. If GPT disregarded a sentence (0) that was labeled as a rationale
(1), this would be counted as an FN. Similarly, a sentence indicated
by GPT as being used in the rationale that was labeled as 0 in the
ground truth would be classified as an FP. If GPT disregarded a
sentence that was labeled as 0 in the ground truth, this would be
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Figure 2: An example of a rationale annotation prompt and response. The notation [3-5] indicates sentences 3 through 5 of the
abstract, which are omitted for the purpose of readability in the figure.

Table 7: GPT-3.5 CONTRADICT class stance labeling results by do-
main. Domains with empty F1 values because data in such domains
do not contain fake news and thus do not have samples in CONTRA-
DICT classes.

Domain Size Temperature Precision Recall F1

Health 70 0.25 0.435 0.870 0.580
Environment 22 0.25 / 0.75 0.467 0.778 0.583

Society 21 0.50 0.333 0.750 0.462
Humans 19 0.50 0.429 1.000 0.600
Nature 16 — 0.000 — —
Space 12 0.25 0.500 1.000 0.667
Tech 12 — 0.000 — —

Opinion 11 0.25 / 0.50 / 0.75 0.250 1.000 0.400
Physics 9 0.75 0.333 1.000 0.500

Uncategorized 8 — 0.000 — —

counted as TN. Similar to the confusion matrix for stance labeling,
the positive class changes while the correctness (true/false) stays
consistent. The binary labels used for the ground truth of this task
were manually annotated by a computer science student.

Figure 2 is an example of the completion of a GPT-3.5 rationale
annotation prompt and response. The abstract of the research pa-
per has been indexed for sentence identification in the model’s
response.

Rationale annotation results. Table 8 shows the precision, recall,
and F1 scores for both labels of the rationale annotation task. As a
preliminary study, we only report results to annotate rationales to
support true claims. In contrast with the stance labeling task, the
highest temperature for both classes achieved the best-performing
F1 score. The 0.75 temperature managed an F1 score of 0.610 and
0.433 for the Rationale and Non-Rationale classes respectively. Ta-
ble 4 and Table 8 indicate that the temperature does not only affect
the randomness of the results but also may affect the average judg-
ment made by GPT. In addition, low temperature does not always

Table 8: GPT-3.5 sentence rationale results. The best results are
highlighted in bold.

Temperature Class Precision Recall F1

0.25 Rationale 0.792 0.444 0.569
0.50 Rationale 0.825 0.462 0.593
0.75 Rationale 0.829 0.483 0.610

0.25 Non-Rationale 0.282 0.652 0.394
0.50 Non-Rationale 0.306 0.708 0.428
0.75 Non-Rationale 0.313 0.704 0.433

make the correct judgment. More experiments are needed to charac-
terize the general dependencies of GPT’s responses on SCV queries
on temperature.

5 CONCLUSION AND FUTUREWORK
We developed the MSVEC dataset of 200 expert-verified scientific
news claims across multiple domains with relevant research papers
containing either supporting or contradicting evidence. With this
dataset, GPT’s performance on stance labeling managed an F1 score
of 0.635 in the best-case scenario. GPT tested with MSVEC achieved
an F1 score of 0.610 on sentence-level rationales while MultiVerS
showed an F1 score of 0.278 during this task when provided zero
supervision [10]. Further testing should be done to determine the
model’s bias towards answering CONTRADICT on abstracts that
were previously labeled as NEI. One limitation of our study was the
absence of a human baseline to compare the performance of GPT
against. In the future, we propose a human study of students to
attempt the task of SCV. Students will perform both tasks of stance
labeling and sentence rationales. Human studies will provide an
improved understanding of the reliability of GPT.
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