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ABSTRACT
Explainability is a crucial aspect of models which ensures their reli-
able use by both engineers and end-users. However, explainability
depends on the user and the model’s usage context, making it an
important dimension for user personalization. In this article, we ex-
plore the personalization of opaque-box image classifiers using an
interactive hyperparameter tuning approach, in which the user iter-
atively rates the quality of explanations for a selected set of query
images. Using a multi-objective Bayesian optimization (MOBO)
algorithm, we optimize for both, the classifier’s accuracy and the
perceived explainability ratings. In our user study, we found Pareto-
optimal parameters for each participant, that could significantly
improve explainability ratings of queried images while minimally
impacting classifier accuracy. Furthermore, this improved explain-
ability with tuned hyperparameters generalized to held-out vali-
dation images, with the extent of generalization being dependent
on the variance within the queried images, and the similarity be-
tween the query and validation images. This MOBO-based method
has the potential to be used in general to jointly optimize any ma-
chine learning objective along with any human-centric objective.
The Pareto front produced after the interactive hyperparameter
tuning can be useful during deployment, allowing for desired trade-
offs between the objectives (if any) to be chosen by selecting the
appropriate parameters. Additionally, user studies like ours can
assess if commonly assumed trade-offs, such as accuracy versus
explainability, exist in a given context.
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1 INTRODUCTION
In this paper, we study a human-in-the-loop (HITL) technique for
improving the explainability of deep learning-based image clas-
sifiers while also ensuring their accuracy. While deep learning
models come with very powerful predictive capabilities, they are
composed of millions of parameters and mathematically unintu-
itive constructs, which for all practical purposes make them un-
interpretable [12]. The emergence of such high-performance yet
opaque-box-like models has given rise to the nascent field of Ex-
plainable AI (sometimes referred to as xAI), which aims to increase
users’ understanding of opaque models and the basis on which they
generate predictions [20].

Even though there are numerous methods for explainable AI
[2], they frequently adopt a generic and one-size-fits-all approach
that does not take into account the user or their preferences about
explanations [17, 42]. After all, the explainees’ personal attributes,
knowledge, backgrounds, expertise, and context of model use af-
fects the type and content of explanations they find useful [24, 46].
Consequently, implementations of xAI are one-way communication
processes that do not engage the user in a dialogue. By interactively
personalizing explanations to the user, we believe that the xAI goal
of enhancing the user’s comprehension of opaque-box models can
be more effectively achieved. This comprehension can then be used
in a variety of ways to influence human intervention on almost any
step in the machine learning (ML) pipeline, from data verification
and model training to model deployment.

In this paper, we use multi-objective Bayesian optimization
(MOBO) to develop an interactive personalization approach for
opaque-box classifiers, and their explanations. Our approach in-
volves the user iteratively evaluating explanations of the model’s
predictions. These evaluations, in the form of ratings, are used by
MOBO to jointly explore the hyperparameter space of both, the
opaque-boxmodel and the explainer. Approaches based on Bayesian
Optimization (BO) are well suited for interactive applications as
they explore the hyperparameter space more efficiently, leading to
efficient usage of user inputs [5, 37] despite its inherent noisiness.
The use of MOBO allows for joint optimization over the objectives
of both, accuracy and explainability. The output of the interactions
is a Pareto front of optimal trade-offs between the objectives such
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that improving any one objective comes at the cost of the other
objective. This Pareto front offers the best personalized solutions
from which the user can choose the "Pareto-optimal" parameters
that provide a desired accuracy vs. explainability trade-off. This
approach with MOBOwould thus allow one to cover both ML objec-
tives and user-specific views of understandability, as well as apply
it with the preferred trade-off.

We demonstrate the feasibility of our approach with a user study
with human-in-the-loop MOBO. In the study which lasted over
seven hours for each participant, we considered the case of images
classified by a neural-network-based image classifier and explained
with SHAP (Shapley Additive Explanations; [28]). We designed the
user study to assess personalization to both, users and the context
of use. Users may prefer explanations differently from each other,
and the context of use would determine the accuracy/explainability
trade-offs that are desired. We consider a setting in the user study
with multiple images and image labels, to induce sufficient vari-
ance in users’ perceptions of explainability. We examine context-
dependence by varying the assessing the explanation quality of
held-out test images from both within and outside the interactive
training context.

We recommend that user studies such as ours should be carried
out to (i) assess if an accuracy vs. explainability trade-off exists, (ii)
assess the performance of personalization in different application
contexts, and (iii) be the basis for judiciously choosing parameters
from a Pareto-front that maximize the utility of personalization. The
overarching approach we have developed is relevant for optimizing
tany objective for which a user-in-the-loop can provide meaning-
ful feedback, and where trade-offs between objectives potentially
exist. However, in this article, our focus is on the objectives of
user-evaluated explainability, and classifier accuracy. In our study,
we found Pareto fronts for all participants for accuracy vs. explain-
ability; we also found that Pareto-optimal parameters focusing
on explainability produced better explanations than baselines on
held-out images. MOBO hence holds significant promise for the
interactive personalization of image classifiers for explainability; or
even more generally for the interactive personalization of opaque
models for any human-centric objectives in combination with ML
objectives.

2 RELATEDWORK
The need for personalization of explanations is becoming increas-
ingly well recognized within the field of explainable AI, and it has
been acknowledged that the interpretability of an explanation may
vary considerably between explainees [24, 46]. There has been some
effort to understand what makes for good explanations in explain-
able intelligent systems [9]. However, this has not yet been applied
in widely used explainable AI systems or to account for individual
variability. In the absence of stronger theories about explainabil-
ity and how it trades off with other objectives in given settings,
it becomes useful to empirically test these assumptions with user
studies. In the "explanatory debugging" approach [26], explana-
tions are used as the basis for alterations of prediction labels or
parameter weights of features in order to improve the model. This
approach highlights the common workflow of using explainers to

interface with opaque-box models and personalize them. However,
the explanations themselves are not personalized to the user.

While uncommon, there have been efforts in the field of recom-
mendation systems to personalize explanations of the predictions
to the user [49]. Approaches for this have included using users’ de-
mographic information [10], user logs [50], and user models [7]. In
the BAndits for Recsplanations as Treatments [30], contextual ban-
dits are proposed for joint personalization of recommendations and
associated explanations that aim to maximize the reward signals
related to the eventual user engagement with the system, and in-
creased engagement is assumed to be indicative of user satisfaction.
Along similar lines as contextual bandits, Reinforcement Learning
(RL) methods such as Reinforcement Learning with Human Feed-
back (RLHF) have been central to applications such as InstructGPT
[31] and ChatGPT, to finetune large language models with human
feedback; RLHF however is not used for individual personalization,
as it needs millions of responses across participants to finetune a
single model.

BO is different in how it incorporates human input into ML
models. BO and its multi-objective variants such as MOBO, treat
the user as an opaque-box model to optimize, focusing on relevant
objectives in a one-shot manner. Neither RL nor BO-based methods
have thus far been used to incorporate human feedback to person-
alize for explainability. We use BO and MOBO in our setting due
to their appropriateness and their various desirable properties. In
recent years, BO [18, 41] has emerged as a popular candidate for
hyperparameter tuning of opaque box models that are expensive to
evaluate. BO works by probabilistically modeling the relationship
between hyperparameter settings and their performance along a
given objective using a surrogate model of this unknown function,
and uses this to iteratively evaluate, choose and update to the most
promising hyperparameter settings for meeting the objective. Due
to (i) the flexibility it allows in defining an objective, (ii) its ability to
deal with noisy inputs, and (iii) its superior sample efficiency, it has
been used in a variety of settings. For instance, Automated Machine
Learning (AutoML) uses BO [16, 45] to automate machine-learning
pipelines with quantitative ML-related objectives, and ensures that
the user remains out of the loop. At the same time, BO has been
popular in human-in-the-loop ML settings as well, because of its
sample efficiency with respect to the amount of user inputs which
can also be noisy. Some examples of the use of BO for human-centric
objectives include user preference learning for animation galleries
[5, 14], tuning game mechanics to maximize a gamer’s engagement
[22], and an adaptive font generation system that optimizes for
reading speed [21].

MOBO is a variant of BO that simultaneously optimizes a system
for multiple objectives within a solution space. Different objectives
here can often be in conflict with each other, and hence, the output
of this approach is not a single optimal solution, but a Pareto fron-
tier of optimal trade-offs between objectives where improving any
objective, degrades the other. Multi-objective optimization has been
used across fields including Human-Computer Interaction [3, 6, 13].
MOBO research continues to develop methods to discover the right
frontiers in a computationally feasible and sample-efficient manner,
for example, as the number of objectives increases [25].

Even though BO and MOBO have been used for hyperparameter
tuning, it has been applied mainly to either ML-focused objectives
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or human-centric objectives, and not as a glue through which to
jointly personalize across both types of objectives. MOBO could
be particularly useful for this case as we demonstrate in the fol-
lowing sections with our general framework and its application to
personalizing to users jointly for accuracy and explainability.

3 A MULTI-OBJECTIVE INTERACTIVE
APPROACH TO PERSONALIZATION FOR
EXPLAINABILITY

We propose a generally applicable approach to personalize any
opaque-box model along any number of human-centered objectives
about which a user can provide meaningful feedback, in addition
to optimization over machine-learning objectives. In this approach,
the user iteratively considers predictions by the opaque-box model
on a chosen set of inputs, and provides preference ratings along
the desired objective(s); these ratings are used along with MOBO to
jointly explore the hyperparameter spaces (i) 𝜃𝑜𝑝𝑎𝑞𝑢𝑒 of the opaque-
box model, and (ii) 𝜃𝑥𝐴𝐼 of an intermediary user interface that
exposes model performance to the user. The result of the iterative
interactions is a Pareto frontier of optimal trade-offs between the
objectives such that improving any one objective comes at the cost
of the other objective(s). We illustrate the framework in Figure 1,
for the scenario of an explainable AI (SHAP) interface, where the
predictive accuracy of an opaque image classifier is the machine-
learning objective, and the users’ perceived explainability of image
classifications is the human-centric objective. This special case of
the general approach is the focus of our article.

In Figure 1, users evaluate explanations produced by a parame-
terized explainable AI method (e.g. SHAP). During each iteration,
the user provides explainability ratings for the set of explanations
presented to them; these ratings along with the classifier’s current
accuracy value are used by MOBO to explore the joint hyperpa-
rameter space of the classifier-explainer pair; the aim of MOBO
is to propose hyperparameters that can simultaneously and effi-
ciently optimize for both, the user’s perceived explainability and
the accuracy of the classifier which can potentially be in conflict
with each other. The result of these iterations is a Pareto front;
appropriate Pareto optimal parameters that can be chosen from
the front, based on the desired accuracy vs. explainability trade-off.
These parameters are effectively those that have been personalized
to the user. One can make use of tests analogous to our user study
(see section 5) to make further assessments regarding the suitability
of the chosen parameters.

Delving deeper into Figure 1, our approach starts with partition-
ing the dataset into the training images and query images, 𝐼𝑚𝑎𝑔𝑒𝑡
and 𝐼𝑚𝑎𝑔𝑒𝑞 , where 𝐼𝑚𝑎𝑔𝑒𝑡 is used to train a new image classifier
with the hyperparameters 𝜃𝑜𝑝𝑎𝑞𝑢𝑒 that have been proposed by
MOBO, after every iteration of user feedback. For each training
iteration, we calculate the accuracy of the classifier, which is one
of the optimization objectives; this classifier is also used to classify
a small set of query images, 𝐼𝑚𝑎𝑔𝑒𝑞 , whose explanations are eval-
uated by the user. Explainable AI methods such as SHAP provide
visual explanations by "pixel-attribution", where pixels most influ-
ential for making a classification are highlighted. Under the hood,
𝐼𝑚𝑎𝑔𝑒𝑞 is in fact first passed through the segmentator, which out-
puts segments (also known as super-pixels) for each image. These

super-pixels are then sent to the classifier for classification. The xAI
module then generates visual explanations for the classifications
which we present to the user. Users provide ratings based on their
evaluation of the explanations. These ratings and the current clas-
sifier accuracy are considered using MOBO which proposes new
hyperparameters for the classifier and segmentator. This iterative
process continues for 𝑁 iterations. The data points collected from
these iterations allow us to construct a Pareto frontier for accuracy
vs. explainability.

An advantage of MOBO is that it is robust to noisy inputs. How-
ever, it would still be useful to have consistent rating scales on
the objective for better personalization. Within-participant consis-
tency ensures that interactive personalization with MOBO works
as intended; between-participant consistency ensures that ratings
across participants can be meaningfully compared in the user study.
To enable this internal consistency, we recommend producing a
standard scale along the objectives and using it consistently. This is
the strategy we use in our implementation. Another strategy might
be to invent an online task for the users, the performance on which
will determine the implicit ratings provided to MOBO, but this is
quite an unexplored territory in the field.

4 SYSTEM IMPLEMENTATION FOR USER
STUDY

We conducted a user study to evaluate the feasibility and efficacy of
the MOBO-based personalization approach for explainability illus-
trated in Figure 1. We also aimed to study the manner in which the
quality of explanations generated by personalized hyperparameters
carried over to held-out data, when the test and training contexts
were shared, and when the contexts differed. The user study was
designed to have 3 main phases: (i) a practise phase where users
were familiarized with the experiment setup and rating schemes,
(ii) an interactive hyperparameter tuning phase where image clas-
sifiers were trained based on user feedback, and (iii) a validation
phase where the quality of explanations was assessed by users on
held-out images. Following below are the details of the system we
developed.

4.0.1 Image Classifier. The Image Classifier we constructed was
governed by a few important desiderata. We would ideally be able
to (i) work with a classifier that is powerful, (ii) conduct the user
study in real time, (iii) evaluate the feasibility of our approach with
a limited number of query images, and (iv) employ widely adopted
frameworks with respect to image classification and explainability.

In order to meet these desiderata, we use a transfer learning
approach on a pre-trained VGG16model [39, 44]which is a powerful
image classifier made with a convolutional neural network, and
trained on the ILSVRC-2012 dataset (also known as Imagenet). We
make the widely-prevalent assumption that a neural network’s
lower layers identify basic visual features such as edges and textures
[36], which are agnostic to the image dataset. Hence, the classifier
used in the user study is built by freezing and reusing the lower
transferable layers of the pre-trained VGG-16 model, while adding a
new dropout layer to it, to perform well on the image classification
task without overfitting to the data. By selecting a subset of the
ILSVRC-2012 dataset for our user study, consisting of ten labels
from the original category set, we ensure that layers of the VGG16
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Figure 1: An application to jointly personalize for accuracy and explainability: 𝐼𝑚𝑎𝑔𝑒𝑡 and 𝐼𝑚𝑎𝑔𝑒𝑞 are partitions of the image
dataset for classifier training and human explainability rating respectively; 𝜃𝑜𝑝𝑎𝑞𝑢𝑒 and 𝜃𝑥𝐴𝐼 are hyperparameters for the image
classifier and the explainer module respectively; Θ∗ is the selected Pareto optimal set of hyperparameters.

model have good transferability to the classification model in our
study. The main reason to use this subset is that the original dataset
has many thousands of labels which would result in an infeasible
training time for an online interactive method. We built the model
with Keras [8] and Tensorflow [1].

4.0.2 Segmentator. We used Felzenszwalb’s algorithm for the seg-
mentation [15] of classified images. This is a highly efficient graph-
based image segmentation algorithm. For our implementation, we
ran the algorithm with the help of scikit-image [47], a Python pack-
age for image processing algorithms.

4.0.3 SHAP Explainer. The segmented images are passed to an
explainable AI module that uses SHAP [29], a popular explainable
AI method for explaining image classifications. Visual explanation
methods such as SHAP explain image classifications by shading the
pixels of an image that were relevant for the image classification.
We used Kernel SHAP as the method to estimate SHAP values for
generating explanations, with the help of the shap package1.

4.0.4 Multi-objective Bayesian Optimization. We chose parallel
Noisy Expected Hypervolume Improvement (qNEHVI) [11] as the
acquisition function. The MOBO optimizer was built using Ax2,
which is powered by BoTorch [4].

4.0.5 Hyperparameters. We chose three hyperparameters for in-
teractive optimization – the dropout rate and learning rate from
the image classifier, and the sigma of the segmentator.

The drop-out rate is the probability of dropping nodes during
training. It was chosen because it is an important hyperparameter
in deep-learning models that controls regularization and influences

1https://github.com/slundberg/shap
2https://ax.dev/

predictive performance. The probability for retaining nodes is typi-
cally set to values between 0.5 and 0.8 [43]; given this and the result
of our pilot study, we set the range for dropout rate values to be
between 0.01 and 0.6, which MOBO explores in its iterations.

The learning rate is another typical hyperparameter of deep
learning models. By controlling the step size at which updates to
model weights are made during training, it influences the model’s
predictive performance and training time. The optimal value for
the learning rate is heavily dependent on model architecture [40]
and is restrained by limited training epochs [48]. We performed a
simple range test to observe how model performance changes with
learning rates of different magnitudes for our setting, and observed
that the accuracy fluctuated with the learning rate on 10−2 and was
able to converge smoothly with the learning rate on 10−5. Thus,
we set its range to between 0.00005 and 0.02.

The third hyperparameter we set, Sigma, is relevant for image
segmentation algorithms that use a Gaussian filter to preprocess im-
ages. It refers to the standard deviation of the Gaussian filter – large
sigma values result in more smooth and blurry images compared to
small ones. This is an important hyperparameter as our explainer
contains a segmentator, meaning the value of sigma can determine
the type of explanations that are produced. Since the appropriate
range of sigma is highly dependent on the image dataset, we used a
range test and considered commonly used defaults in segmentation
algorithms, and picked the range for sigma to be between 0.2 to 0.9.

4.0.6 Objectives. Objectives refer to metrics we seek to optimize.
In our case, we seek to jointly optimize the objectives of perceived
explainability (as evaluated by the user), and classifier accuracy
(calculated after each MOBO iteration). Accuracy is measured as
the fraction of the validation set that is correctly classified. Ex-
plainability in our system is a metric quantified by the user; more
specifically, it is the average of the 3 sub-ratings for background
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noise, object body, and main features, that are described in the next
section. Both these metrics are opaque-box optimization problems,
making them hard to optimize directly.

5 METHOD
For the user study, we use the implementation described in the pre-
vious section. The user study aimed to carry out the interactive loop
(see illustrated in Figure 1) and examine if the study context would
give rise to an accuracy vs. explainability trade-off for participants.
Further, we aimed to examine the performance of the personalized
classifier and explainer on held-out images as a function of image
similarity across two training conditions with appropriate baselines.
The user study accordingly had four parts: (i) the practice session,
(ii) interactive hyperparameter-tuning of the classifiers, (iii) the
validation study, and (iv) a short interview.

5.1 Participants
We recruited 12 adult participants (7 females, 5 males) through
our group’s directory of past participants and by posting on social
media. All participants were students or staff at Aalto University,
where the study took place. They were compensated 90€ for their
participation in the user study which took around 7 hours in total.
The study was conducted in accordance with the principles stated
in the Helsinki Declaration as well as a local procedure for ethics
approval. All participants volunteered under informed consent and
agreed to the recording and anonymized publication of results.

5.2 Apparatus
The user study was carried out using desktop computers that ran
the Ubuntu 20.04 64-bit operating system, with Intel(R) Xeon(R)
CPU E5-1650 v4, and an NVIDIA Quadro P5000 graphics card. We
provided the participants with a 23.8" screen and a standard opti-
cal mouse and keyboard. For the second phase of the study with
human-in-the-loop hyperparameter tuning, we ran the two tuning
conditions alternatively on two computers with the same configu-
ration.

5.3 Rating Scheme
In order to have a consistent scale across the hyperparameter tun-
ing iterations, and to meaningfully aggregate experimental data
across participants, we devised standardized scales for evaluating
explainability. The rating scheme uses the perceived (red) coverage
of the explanations along three dimensions: the object body, the
main features of the object, and the (lack of) background noise.
Participants correspondingly rate (on a scale of 1 to 10), the percent-
ages of (i) the object’s body captured by the explanation, (ii) the
object’s main features (as assessed by the participant; Figure 2(A)
assumes that the face is the main feature), and (iii) the irrelevant
background features not captured by the explanations.

Figure 2 (A) provides two examples of the rating scheme. Separat-
ing the ratings into three separate dimensions enables participants
to focus on only one aspect of the explanation at a time, and put
numbers to potentially complicated-looking explanations such as
those in Figure 2(B). The average of these three ratings is sent to
MOBO after each iteration. Even while we standardize ratings to

enable meaningful comparison or aggregation across users, the per-
sonalization element is preserved due to each participant needing
to subjectively determine the key distinguishing features of the
presented image. We used what we thought was a reasonable way
to rate explanations. However, further research is required in the
field to determine the most effective methods for users to assess
visual explanations [23, 38].

5.4 Dataset
To shorten the time needed for image classifier training and image
classification, we chose 10 animal categories in total. 6 of these are
types of dogs (namely American bulldog, American pit bull terrier,
Basset hound, Beagle, Boxer, and Chihuahua), and 4 of these are
types of cats (namely Abyssinian, Bengal, Birman, and Bombay).
We formed the main dataset largely based on the Oxford-IIIT Pet
dataset [32]3, which has 37 pet categories with about 200 images
in each class. To prevent overfitting in the CNN model due to the
relatively small 10-category dataset, we enlarged it through data
augmentation and through adding images with these labels from
the ILSVRC2012 dataset [35].

In the user study, we split the main dataset into 2 sub-datasets,
𝐼𝑚𝑎𝑔𝑒𝑡 and 𝐼𝑚𝑎𝑔𝑒𝑞 , where the former is for model training and the
latter is for generating explanations. 𝐼𝑚𝑎𝑔𝑒𝑡 had 4050 images of
10 categories, which were then split into training set, validation
set and test set by random stratified sampling, with the proportion
being 7:2:1. For explanation rating, we manually picked images for
𝐼𝑚𝑎𝑔𝑒𝑞 to make sure that there was only one animal object of the 10
categories in each image. Apart from that selection criteria, images
were picked at random. Since we have two different training condi-
tions and one validation study (see section 5.5), 𝐼𝑚𝑎𝑔𝑒𝑞 was further
split into 3 sub-datasets randomly: 𝐼𝑚𝑎𝑔𝑒𝑞−𝑛𝑎𝑟𝑟𝑜𝑤 , 𝐼𝑚𝑎𝑔𝑒𝑞−𝑏𝑟𝑜𝑎𝑑 ,
and 𝐼𝑚𝑎𝑔𝑒𝑣𝑎𝑙 , where 𝐼𝑚𝑎𝑔𝑒𝑞−𝑛𝑎𝑟𝑟𝑜𝑤 had 12 images of one dog cat-
egory Chihuahua; 𝐼𝑚𝑎𝑔𝑒𝑞−𝑏𝑟𝑜𝑎𝑑 had 12 images of 3 dog categories
Chihuahua, Basset hound and Beagle; 𝑖𝑚𝑎𝑔𝑒𝑣𝑎𝑙 had 40 images of
10 categories, with 8 from Chihuahua, Basset hound, Beagle re-
spectively and 4 from American bulldog, American pit bull terrier,
Boxer and cats respectively. 𝐼𝑚𝑎𝑔𝑒𝑞−𝑛𝑎𝑟𝑟𝑜𝑤 , and 𝐼𝑚𝑎𝑔𝑒𝑞−𝑏𝑟𝑜𝑎𝑑 are
representative of narrow or broad variety of images for use in
the training conditions, while 𝐼𝑚𝑎𝑔𝑒𝑣𝑎𝑙 is a dataset held out for
validating personalized explanations across category labels.

5.5 Experimental Design
Details for the four different parts of the user study follow.

5.5.1 Practice. The study begins with a practice session to ensure
that participants understood the instructions, and are familiarized
with the rating scales.

5.5.2 Interactive hyperparameter tuning. In our method, interac-
tive hyperparameter tuning is the basis on which the classifier-
explainer pair for each participant is personalized. In 20 iterations,
participants provide feedback on a set of 12 fixed query images,
culminating in a Pareto-frontier that reflects any trade-offs between
accuracy and explainability. We considered two experimental con-
ditions to examine the influence of qualitatively different training
images 𝐼𝑚𝑎𝑔𝑒𝑞 on the resulting Pareto-frontier and carry-over of

3https://www.robots.ox.ac.uk/~vgg/data/pets/
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Figure 2: (A) The rating scheme provided a standard rating scale (from 1 to 10) for participants based on (i) coverage of the
explained object, (ii) coverage of the key features for identifying the explained object (as determined by each user), and (iii)
(lack of) coverage of irrelevant background features. (B) Two samples of ratings provided by participants in the user study.

explainability to new settings. In the first condition (Narrow-HITL),
the images presented to participants, 𝐼𝑚𝑎𝑔𝑒𝑞 , were sampled from a
single narrow category, while the second condition (Broad-HITL)
consisted of 𝐼𝑚𝑎𝑔𝑒𝑞 from a broader semantic category as detailed
in the earlier description of the dataset.

5.5.3 Validation study. In the validation study, we are interested
in investigating: (i) the evaluations of personalized explanations
for held-out images, (ii) the relationship between explained images
and queried images (examined in terms of category membership
of the held-out validation images), (iii) the difference between us-
ing personalization over the classifier-explainer hyperparameters
versus only the personalized explainer hyperparameters, and (iv)
the performance of the personalization approach against plausible
baseline approaches. With these aims in mind, two validation stud-
ies were conducted to evaluate the performance of the personalized
Pareto-optimal model against the baseline models.

To define notation, we index each participant by an integer 𝑖
(ranging from 1 to 12 in our study), so that 𝜃∗

𝑖
= {𝜃∗𝑜𝑝𝑎𝑞𝑢𝑒𝑖 , 𝜃

∗
𝑥𝐴𝐼𝑖

}
represents their personalized Pareto-optimal parameters for the
accuracy vs. explainability trade-off chosen after the interactive
hyperparameter tuning (in either Narrow-HITL or Broad-HITL con-
ditions). Each of the models that use personalized hyperparameters
and the baselines, make predictions and generate explanations for
held-out data 𝑖𝑚𝑎𝑔𝑒𝑣𝑎𝑙 . It is these explanations of 𝑖𝑚𝑎𝑔𝑒𝑣𝑎𝑙 that are
evaluated by participants in the blinded studies.

Since we propose a novel method for joint personalization over
multiple objectives, we lacked standard baselines or other methods
for comparison. Hence we devised two plausible baselines (pro-
ducing two sets of baseline parameters) and conducted a blinded

validation study for each. Apart from employing distinct baseline
and personalized models for classification and explanation, both
studies shared the same design. The ordering of the studies should
have minimal impact due to its blinded nature; participants were
only asked to rate different explanations of varying quality through
the two studies, and in each trial order them based on what seemed
to be a better explanation.

Validation Study 1: Baseline (BO) vs. HITL. In the first validation
study, we set the baseline by emulating a practitioner who has
access to standard BO but is not considering personalized expla-
nations. They would have plausibly carried out hyperparameter-
tuning separately for each objective – once for accuracy with BO,
and once for the quality of segmentation with Human-in-the-loop
BO, to generate a 𝜃𝑜𝑝𝑎𝑞𝑢𝑒 and a 𝜃𝑥𝐴𝐼 (sigma for the segmenta-
tor). Hence the baseline parameter 𝜃𝑜𝑝𝑎𝑞𝑢𝑒 was set by using BO to
optimize the classifier for accuracy. The quality of segmentation
was used as the objective to obtain 𝜃𝑥𝐴𝐼 for human-in-the-loop
BO carried out by the experimenter. BO for each of the objectives
was carried out here for twenty iterations, to match the number of
iterations in the experimental condition.

Validation Study 2: Baseline (default sigma) vs. HITL sigma. In
the second validation study, we investigated whether solely em-
ploying the explainer parameter from the HITL phase would yield
satisfactory performance. Consequently, the classifiers were fixed
to be the same across the different conditions and the baseline (with
𝜃𝑜𝑝𝑎𝑞𝑢𝑒 that maximized accuracy). However, the 𝜃𝑥𝐴𝐼 values were
informed by the interactive personalization phase that had been
carried out. The baseline for this study used the commonly used
segmentator sigma default value 𝜃𝑥𝐴𝐼 = 0.8.
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Figure 3: Pareto fronts between accuracy and explainability for each participant, obtained using interactive hyperparameter
tuning with MOBO, when the queried images are from a narrow semantic category (Left) and a broad semantic category (Right).
Light dots represent other parameterizations explored by the participant during the hyperparameter tuning phase.

5.5.4 Interview. At the end of the study, participants were inter-
viewed about their experience. We asked about (i) the main fea-
ture(s) they chose during the study to understand the variability
in this factor; (ii) their perceived consistency while rating expla-
nations along the scale to understand noisiness in their input, and
any other feedback they had.

5.6 Procedure
In each phase of the user study, the main task for the participants
in the study was to rate explanations of image classifications based
on the rating scheme that we provided. In the practice session, we
provided participants with oral and printed instructions as well as
the printed rating scheme. For the practice phase, 30 example ex-
planation images with a variety of expected ratings along the three
rating dimensions were provided (via a program created using Psy-
choPy [33]). Each entered rating was followed by feedback on the
ideal target rating. None of these examples were used again in the
user study. In the next part of the study, interactive hyperparameter
tuning was carried out by participants for the two conditions, Nar-
row_HITL, and Broad_HITL on two computers in parallel4. Due to
the time taken to gather ratings on the two conditions over twenty
iterations as well as the time taken for classifier training, this part
of the procedure resulted in an average of 6.5 hours per participant.
The interface for the participants constituted a program running
within a Jupyter notebook. Participants would see an image from
𝐼𝑚𝑎𝑔𝑒𝑞 and its visual explanation adjacent to each other, and there-
after input the three ratings below the images. Participants would
then enter the number between 1 and 10 that represented their
ratings and scroll down to the next image .

In the validation phase, the two validation studies took place
sequentially. The interface for this phase also constituted a Jupyter
notebook, but now with 4 images adjacent to each other. The first
image was the original image from 𝑖𝑚𝑎𝑔𝑒𝑣𝑎𝑙 , and the next three

4Since training the classifier after every iteration took about 10 minutes, participants
alternated between iterations of Narrow_HITL and Broad_HITL so that they provided
ratings on one of the systems while the other was busy with training the classifier.

were randomly positioned explanations generated by the partic-
ipants’ personalized parameters for (i) Narrow-HITL, (ii) Broad
HITL, and (iii) the Baseline for the study. The personalized Pareto-
optimal parameters chosen were those associated with the highest
explainability for each of the participants5. Participants provided
the three ratings (on the rating scale) for each of the explanations
as before, and also provided a ranking for the explanations based on
how sensible the explanations seemed to them, before moving on to
the next image from 𝑖𝑚𝑎𝑔𝑒𝑣𝑎𝑙 and their corresponding explanations.
These rankings among the three explanations were a way for us to
test if participants’ general preferences for the explanations aligned
with those predicted by the rating scale. At the end of the study,
we conducted a short interview with each participant as described
in the previous section.

6 RESULTS AND DISCUSSION
Interactive Personalization phase. The initial interactive hyperpa-

rameter tuning stage of the user study resulted in the Pareto-fronts
for participants shown in Figure 3 for the Narrow-HITL and Broad-
HITL training conditions. These Pareto fronts demonstrate that
there is an accuracy vs. explainability trade-off in the training set-
ting. Qualitatively, participants mostly had broad Pareto fronts and
obtained significant gains in explainability (around 2 points on a
10-point scale) while trading off up to 2% in accuracy. Although
a 2% trade-off in accuracy might appear to be minor, it must be
noted that deep learning classifiers’ baseline accuracies often tend
to be quite substantial, here at around 97%. In a couple of cases, the
discovered Pareto front consisted of only one or two points - while
this still captures personalization as it is based on subjective rat-
ings, it implies reduced freedom in terms of personalization for the
desired trade-off during deployment, unless even more iterations
are carried out to discover new Pareto-optimal parameterizations.

The variety of Pareto fronts in Figure 3 reflects the differences be-
tween participants’ trade-offs between accuracy and explainability,
which captures the first element of personalization. Narrow-HITL

5Occasionally the second-highest was chosen if the explainability ratings were within
0.1 of each other and the accuracy values were much higher.
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had broader Pareto-fronts than Broad-HITL – the larger variance
in labels and features in the Broad-HITL condition may have made
it harder to obtain a wider range of Pareto-optimal parameters.
However, it is possible that with more hyperparameter turning it-
erations, broader Pareto fronts can be obtained for both conditions.
Figure 4 shows a sample of explanations generated from different
regions of the Pareto front for a participant – the parameters that
optimize for accuracy have lower perceived explanation quality
than the ones that optimize for explainability.

Validation phase. The first part of the validation study exam-
ined the quality of the explanations generated by the personalized
classifier and explainer {𝜃∗𝑜𝑝𝑎𝑞𝑢𝑒𝑖 , 𝜃

∗
𝑥𝐴𝐼 𝑖

} for held-out images. The
explanation quality was assessed across the training conditions
and category memberships of the held-out images. Figure 5 shows
that participants rated explanations generated by the personalized
models to be better than those generated by their corresponding
baselines for the validation images – this was the case irrespec-
tive of whether the held-out images were from within the same or
different class as the queried images, and supported by statistical
analyses.

Statistical tests comparing baselines and the HITL conditions
were separately carried outwith one-way repeatedmeasures ANOVA,
with the mean explainability ratings set as the dependent variable.
For the Narrow-HITL evaluation, significant main effects were
found for both the explanation source, F (1,11) = 172.82, p < .01, and
Image Class, F (1,11) = 24.25, p < .01. The interaction of Explanation
Source × Image Class was not significant, F (1,11) = 0.01, p = .941.
For the Broad-HITL setting significant main effects were found for
both, the explanation source, F (1,11) = 153.64, p < 0.01, and Image
Class, F (1,11) = 40.83, p < .01. The interaction of Explanation Source
× Image Class was not significant, F (1,11) = 1.55, p = .238. These
observations indicate that the mean explainability ratings for the
Narrow-HITL and Broad-HITL conditions were higher than those
of their respective baselines.

The second part of the validation study and its analysis were
the same in all respects as the first validation study, except the
explanations were generated across the conditions by a fixed clas-
sifier optimized only for accuracy 𝜃𝑜𝑝𝑎𝑞𝑢𝑒 , but with a personalized
explainer 𝜃∗

𝑥𝐴𝐼 𝑖
, for each participant from the training phase. The

results for this part of the study are presented in Figure 6. From
the two separate one-way repeated measures ANOVA, significant
main effects were found for both the explanation source, F (1,11)
= 5.21, p = .043, and Image Class, F (1,11) = 26.03, p < .001. The in-
teraction of Explanation Source × Image Class was not significant,
F (1,11) = 1.94, p = .191. For the right panel, significant main effects
were found for both the explanation source, F (1,11) = 25.04, p <
.001, and Image Class, F (1,11) = 34.26, p < 0.001. The interaction of
Explanation Source × Image Class was significant, F (1,11) = 5.06,
p = .046. These analyses indicate that for both Narrow-HITL and
Broad-HITL, the mean explainability ratings across the two image
classes were different with the Same Class having higher ratings
than the Different Class and no significant interactions between
the explanation source and membership class.

Figure 6 shows that the individual personalization approach for
the explainer produced explanations better than the default ex-
plainer sigma for images from the same class, and showed almost

equivalent explanations for images from a different class. The key
takeaway here is that with just a few iterations of MOBO, we were
able to obtain results similar to those that took the field a lot of trial
and error to get to. In novel multiple objective explainability sce-
narios, there may not be defaults available; our results suggest that
human-in-the-loop MOBO might be suitable for such situations.

In addition to using the rating scheme, participants also ranked
explanations presented to them based on their preferences with
respect to explainability. The results of this step are presented in
Figure 7. We used four repeated measures ANOVA analyses to ex-
amine the differences in participants’ preferences for explanations,
for the combinations of the two different types of personalization
(joint vs. explainer only), and the two different types of training
(Narrow HITL vs. Broad HITL). In each, we examined the effect of
explanation source and class membership of the held-out images
with respect to the queried images, compared to the respective
baselines.

In the first repeated measures ANOVA (relevant to the top left of
Figure 7), there were significant main effects of explanation source,
F (1,11) = 23.3, p < .001, and class membership, F (1,11) = 82369, p
< .001. Post-hoc Bonferroni tests revealed that the preferences for
explanations within the same class as queried class was significantly
higher than when held-out images were from a different class (p <
.001); preferences were also significantly higher for Narrow HITL
compared to its corresponding Baseline (p < .001). Similarly, for the
second repeated measures ANOVA (relevant to the bottom left of
Figure 7), there were significant main effects of explanation source,
F (1,11) = 15.02, p = .003, and class membership, F (1,11) = 9409,
p < .001. Post-hoc Bonferroni tests again showed preferences for
explanations within the same class compared to a different class
(p < .001); Broad HITL was preferred compared to its Baseline (p =
.003).

The next analyses were for the personalization that was applied
only to the explainer while keeping neural network hyperparam-
eters fixed. There were no significant main effects of explanation
source or class membership in the data, even though a slight pref-
erence for personalized explanations seems to be present within
the same class on visual examination of Figure 7. The reason for
this could be the high quality of the baseline making the preference
data less sensitive than the rating data along three dimensions.

Interview. All participants reported being consistent in their rat-
ings through the study. 11 participants reported choosing the same
"main feature" while rating explanations ("head"), and one partic-
ipant reported choosing the face ("head minus the ears"). We did
not anticipate this; even though we validate our method with held-
out images, a future study would benefit from ensuring sufficient
variance in the subjective aspects of evaluation across participants.

7 SUMMARY AND OUTLOOK
In this article, we discuss and demonstrate with a user study, an
interactive method for personalizing opaque image classifiers for
explainability while also optimizing its predictive accuracy. Our
method is based on MOBO which is data-efficient and robust to
noisy inputs. The key takeaways of the approach and the user study
are the following:
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Figure 4: Example of explanations generated by Pareto-optimal parameters in the study which capture different accuracy vs.
explainability trade-offs for a particular user.

Figure 5: Validation study 1: The mean explainability ratings on held-out images of each participant across different explana-
tion sources and different image classes. Personalized models resulted in higher ratings than their corresponding baselines
irrespective of whether the held-out images belonged to the categories seen during training. Red represents the Baselines,
green represents Narrow-HITL, and Blue represents Broad-HITL. Each dot connected by a line represents the mean ratings of
the participant. Predictions and explanations here are generated by the personalized {𝜃∗𝑜𝑝𝑎𝑞𝑢𝑒𝑖 , 𝜃

∗
𝑥𝐴𝐼 𝑖

} from the HITL phase, for
each participant 𝑖.

• Weachieve personalization in our interactivemethod through
two routes: (i) by taking into account the user’s subjective
evaluations of explainability, and (ii) by enabling users to
pick a personally preferred accuracy vs. explainability trade-
off from their Pareto fronts.

• The main component of the approach involves interactive
hyperparameter tuning. The hyperparameter space of the
classifier and the explainer are jointly explored by MOBO
with the predictive accuracy of the classifier and user evalua-
tion of explainability as the objectives. During each iteration,
accuracy is calculated by re-training the classifier, and eval-
uation of explanations is provided by a human in the loop.

• In a blinded validation study with held-out images, users
consistently rated personalized explanations to be higher

than explanations generated by plausible baseline techniques
for improving general explainability.

• User evaluations of personalized explanations of new im-
ages depended on the similarity of these images with the
query images used to identify their Pareto fronts – higher
explanation ratings were observed when the target images
were from the queried image class.

In this study, we were limited to twelve participants due to the
length of time and resources taken for each run of the experiment.
However, the within-subjects study design is not only more suited
to assess personalization but also enables higher statistical power
with a smaller sample size [19]. We were also limited in this study
by the amount of computation required for classifier training after
each iteration which made it necessary for us to limit ourselves to
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Figure 6: Validation study 2: Themean explainability ratings on held-out images of each participant across different explanation
sources and different image classes. Red represents the Baseline*, green represents Narrow-HITL*, and Blue represents Broad-
HITL*. Predictions here are generated by the same classifier optimized in the usual way for accuracy while borrowing 𝜃∗

𝑥𝐴𝐼
from the HITL phase, optimizing for explainability.

Figure 7: In the validation studies, participants provide preferences for explanations generated by baselines and models
personalized to them. The top panel shows performance of Narrow-HITL against baselines, based on the relationship between
queried and target images. The bottom panel compares Broad-HITL against baselines. Personalized explanations are preferred
to baselines for personalized classifier-explainer (Left); however, no significant differences are found for the personalized
explainer (Right).

ten labels from the original dataset. Even with the simplification,
the study provides evidence that personalization for explanations
is feasible and that methods like MOBO would be promising. It
would be worth exploring quicker methods for classifier training
and MOBO [27] in a future study for practical applications. We em-
ployed category membership as a proxy for the similarity between
new images and queried images; however, a continuous measure
of pairwise similarity between individual images (e.g. [34]) may
be better suited to assess how well explainability transfers to new
images. Ethically, the field of explainable AI contributes to trans-
parency, understanding, and fairness. Even though personalization
for explainability has the potential to enhance these attributes, it

would generally be a good practice to validate explanations and un-
derstand the opaque model better before using it to guide societally
impactful decisions.
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