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ABSTRACT
As underwater acoustic communication technologies become ma-
ture and underwater networks evolve into reliable solutions for
data communications, authenticating transmitted data turns from
an option to a necessity. In this paper, we explore physical-layer
authentication for an underwater acoustic networks with mobile
devices. We choose the power-weighted average of the channel
taps’ arrival delay as the main authentication feature. We then
develop a Kalman filter approach to track the evolution of this fea-
ture in the presence of mobility. The filter computes an innovation
metric for each new transmission, which is processed to determine
if a signal originates from a legitimate network node. Simulation
results obtained from a dataset generated with Bellhop show that
our authentication mechanism successfully distinguishes between
legitimate and impersonating transmitters. Moreover, we show
that linearly combining innovation readings from multiple sensors
yields a good low-complexity classifier, and assess the impact of
the transmitter speed on the authentication performance.
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• Security and privacy→Authentication; •Networks→Mobile
networks; • Computing methodologies→ Machine learning.
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1 INTRODUCTION
Underwater acoustic networks (UWANs) employ acoustic waves to
enable communications among devices under the sea surface. How-
ever, the harsh propagation environment typically limits the achiev-
able data rates, and requires complex signal processing algorithms
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at the receiver to cope with long channel impulse responses, signif-
icant Doppler spread, as well as interference from other acoustic
sources [33]. In such a scenario, the overhead imposed by security
protocols operating at the higher layers of the protocol stack may
become problematic. Thus, solutions working at the physical layer
(going under the name of physical-layer security, PLS) have been a
very active subject of research in recent years.

Consider the authentication problem, i.e., deciding if a received
message comes from a legitimate transmitter or from an imperson-
ating attacker. Conventional physical-layer security (PLS) authenti-
cation techniques typically use the channel impulse (or frequency)
response estimated from the received signal as a fingerprint that
is unique to the transmitter [18]. Thus, an initial received packet,
whose authenticity has been established by higher-layer crypto-
graphic techniques, provides the reference channel response. Subse-
quent packets (without a higher-layer authentication mechanism)
are accepted as authentic when the newly estimated channel re-
sponse matches the reference one.

However, in UWANs, devices are subject to continuous move-
ments induced, among others, by drifting under the influence of
sea waves and currents. Due to this and to the acoustic frequencies
used, the variation of the channel over time can be significant. As
a result, any assumption that the channel does not change across
multiple transmissions becomes unrealistic.

In this paper, we propose a PLS authentication technique for un-
derwater acoustic communications, specifically designed to account
for the time variability of the channel. To this end, we consider the
power-weighed average delay of the channel taps as the authentica-
tion parameter, because it is well related to the distance between the
transmitter and the receiver. When such delay is measured from the
same source to different cooperating receivers, it provides a robust
signature of the transmitter. To take mobility into account, we apply
a Kalman filter on the average delay, and track delay variations
by assuming a simple linear evolution model with slowly varying
velocity. The Kalman filter itself will estimate the instantaneous
velocity to best track the delay variations. The authentication check
is then obtained by comparing the innovation of the Kalman filter
with a given threshold. Such innovation indicates the discrepancy
between the Kalman-predicted value and the observation, and an
irregular behavior of the observed delay indicates a possible attack.

The rest of the paper is organized as follows. Section 2 surveys
related work on the authentication of underwater transmissions,
including physical layer approaches; Section 3 describes the system
model; Section 4 details our proposed authentication algorithm;
Section 5 presents simulation results. Finally, Section 6 draws con-
cluding remarks.
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2 RELATEDWORK
Authentication is a key security functionality in UWANs as it is in
terrestrial networks [17, 21]. Through authentication mechanisms,
underwater network nodes can autonomously decide whether a
received message has been sent by a legitimate network member,
or rather by an attacker trying to impersonate a legitimate node.

Several methods have been investigated to achieve authentica-
tion in UWANs. The most straightforward approach is to consider
classical cryptography algorithms that would work for terrestrial ca-
bled or wireless networks and evaluate their impact on underwater
applications. Souza et al. explore the communication and computa-
tion energy toll that terrestrial network authentication primitives
may take if directly applied to underwater network nodes for end-
to-end authentication [31]. The authors conclude that short and
aggregate signature schemes are recommended in underwater net-
works.

The work in [11] takes a different approach, and instead pro-
poses a secure protocol suite for UWANs. As a part of this suite, the
authors advocate the use of message authentication codes [22] to
preserve message integrity, even at the expense of increased mes-
sage length. The survey in [24] proposes game theory as a means
to foster cooperation among network nodes, by motivating them
to improve the effectiveness of end-to-end authentication schemes,
which are seen as a key functionality of future UWANs [29].

With the aim to reduce the complexity of underwater authenti-
cation, Yuan et al. employ matrices of known structure as part of
the process, so as to reduce their memory occupancy and the com-
putational cost of the authentication algorithm [36]. The proposed
scheme achieves up to four orders of magnitude less complexity
than the standard RSA-based authentication. With a similar pur-
pose, Al Guqhaiman et al. propose a multi-factor scheme based
on zero-knowledge proofs via message authentication codes [1].
Specifically, the codes depend not only on pre-shared information,
but also on communication-related features such as the MAC ad-
dress of the node, direction of arrival information, as well as the
hop count of the sender. Receiving a packet for which this data does
not match any of the features of the receiver’s neighbors causes
the receiver to label the packet as malicious, and to send an alert to
its own network neighborhood.

Zhang et al.’s approach [38] revolves around classical authen-
tication schemes based on message exchanges, and mandates the
use of lightweight primitives such as chaotic maps and hash func-
tions. While being slightly lighter than competing schemes from
the literature from a computational point of view, the proposed
scheme requires less storage to work. Along the same line, in [16]
the attacker is able to impersonate multiple network nodes at once
(also known as a Sybil attack). Here, the legitimate nodes attempt
to identify the attacker’s malicious behavior via its node id and the
data stored in the cluster head, which feeds a hierarchical fuzzy
system-based trust management model.

Recently, physical layer security approaches have been consid-
ered both for authentication and for other security primitives such
as key exchange. Physical layer authentication often relies on the
collection of channel characteristics (e.g., features of the channel
impulse response) to tell apart transmissions by legitimate network
members from transmissions by an impersonating attacker.

Considering an underwater LoS environment with negligible
multipath, Khalid et al. propose that the receiver keep a database of
angles of arrival for legitimate transmissions from a given node [20].
In this way, the receiver can detect an attacker by comparing the
angle of arrival of its transmissions against the distribution of previ-
ously collected angles of arrival. The matching evaluation metric is
the Mahalanobis distance. However, the work does not consider the
case of a more powerful attacker that can craft transmitted signals
to change the estimated angle of arrival at the receiver.

Aman et al. evaluate the capacity of underwater channels under
impersonation attacks [2], assuming that the legitimate receiver
uses distance as a feature to discriminate between a legitimate and
an impersonating transmitter. After modeling the dynamics of the
communications as a Markov chain, the authors numerically opti-
mize the optimum transmission rate for the legitimate transmitter
and show that a small neural network reproduces the optimization
process well.

In [39], the authors propose to authenticate nodes based on a sin-
gle feature, the maximum time-reversal resonating strength, which
measures how well a received channel impulse response matches
those of previous transmissions, stored in a pre-collected database.
The authentication mechanism is then based on a Neyman-Pearson
likelihood ratio test (LRT).

The work in [9] considers a large dataset of underwater chan-
nel feature measurements, and evaluates which features remain
coherent over time while becoming uncorrelated already over short
distances.1 Assuming that several trusted nodes hear both the trans-
missions of a legitimate node and those of an attacker, the proposed
method trains generalized Gaussian probability density functions
(PDFs) to represent the features of legitimate transmissions. Then,
it coordinates the trusted nodes to make a decision whether an
incoming transmission obeys the previously learned statistics or
not. The method is robust against attackers that can precode their
transmission to change the channel perceived by multiple trusted
nodes at the same time.

The above work was further extended in [4] to automatically
extract the feature statistics using neural network, thereby avoiding
the need to fit a generalized Gaussian PDF to the channel data
in [3] to model the correlation among different features using auto-
encoder neural networks. Both local training and global training
are considered. With local training, each trusted node makes a local
decision on authenticity, and a sink uses a neural network to fuse
the decisions, making it unnecessary to communicate anything
other than the local decisions. Conversely, global training achieves
better performance, but requires all trusted nodes to communicate
the weights of their local neural networks.

In contrast with the existing literature, we do not directly exploit
channel impulse response features to tell apart a legitimate node
from an attacker in our physical layer authentication approach.
Rather, we deploy a Kalman filter, which tracks the evolution of
the power-weighed average of the delay of the most significant
channel taps corresponding to a legitimate transmitter. We then
use the innovation computed by the Kalman filter to discriminate

1A similar channel feature analysis and extraction, targeting secret key generation
instead of authentication, was performed in [25, 26].
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among a legitimate and an impersonating transmitter. This ap-
proach factors in mobility by design. Our results prove that the
resulting scheme works even if the attacker can track and localize
a legitimate transmitter with different degrees of accuracy, and can
arbitrarily manipulate receiver-side impulse responses.

3 SYSTEM AND ATTACKER MODEL
We model Bob as a set of 𝑁 closely deployed sensors, {𝑆1, · · · , 𝑆𝑁 }.
By using his 𝑁 sensors, Bob needs to decide whether a received
packet comes from a legitimate transmitter (Alice), or from an
attacker (Eve) attempting to impersonate Alice.

We assume that Alice is a mobile device, e.g., a drifter or an
autonomous underwater vehicle (AUV), that periodically transmits
information to Bob. Transmissions occur via underwater acoustic
channels. Each sensor 𝑆𝑛 is connected to Bob through a cable and
any information transfer through the cables is error-free,2 authenti-
cated, and integrity-protected. In other words, Eve cannot interfere
with the collection of data from the sensors to the logic making the
authenticity decision (see Section 4). Because the decision is based
on time information, in this paper we assume that Alice is synchro-
nized with Bob (e.g., using one of the many schemes designed for
underwater networks [6, 10, 35]) and leave the case where round-
trip delays are estimated via (vulnerable) message exchanges as a
future extension.

In these conditions, Eve can still attempt to impersonate Alice
by crafting signals whose features appear similar to those of Alice’s
transmissions. To do so, we assume that Eve knows all details and
parameters of the authentication algorithm, and that she is also
synchronized with Alice and Bob. Moreover, Eve can precode her
transmissions to reproduce any desired channel impulse response
at any of Bob’s sensors, including even crafting a different channel
response for each sensor. We remark that the above capabilities
imply perfect knowledge of the environment (e.g., the surface and
bottom profile, as well as the sound speed profile in the network
area), and require channel estimation, precoding, the availability of
multiple transceivers, and considerable processing power (including
computing multiple ray tracing outputs within a negligible amount
of time). Thus, the above model is quite generous towards Eve.
Finally, Eve does not know the exact location of Alice, but can
localize her, e.g., using the well-known approaches of [13, 34], or
matched field processing techniques [12, 23]. Eve’s estimate of
Alice’s 3D location vector is then

𝑷Alice = 𝑷Alice + 𝝐 , (1)

where 𝑷Alice is the true location of Alice and 𝝐 models the localiza-
tion error.

4 PROPOSED AUTHENTICATION APPROACH
In our proposed algorithm, upon receiving a packet at time 𝑡 :

(1) each sensor 𝑆𝑛 estimates the power-delay profile {Π𝑛 (𝑡, 𝜏)}
(i.e., Π𝑛 (𝑡, 𝜏) is the power of the tap with delay 𝜏) and pro-
cesses it to extract a feature 𝑥𝑛 (𝑡);

2The very low error rate within the cables can be easily compensated for with standard
mechanisms such as the use of cyclic redundancy checks (CRCs), and forward error
correction (FEC).

(2) each sensor 𝑆𝑛 then exploits a previously trained model to
predict Alice’s feature 𝑥𝑛 (𝑡); next, it compares the prediction
𝑥𝑛 (𝑡) to the measured feature 𝑥𝑛 (𝑡), computing a model
correction term 𝛽𝑛 ∈ R;

(3) Bob receives the corrections from all his sensors; to improve
the performance of scheme, Bob can collect 𝐾 observations
per receiver, concatenated into vector

𝜷 = [𝛽1,1, · · · , 𝛽1,𝐾 , 𝛽2,1, · · · , 𝛽2,𝐾 , · · · , 𝛽𝑁,1 · · · , 𝛽𝑁,𝐾 ] . (2)

(4) Finally, Bob computes the decision variable 𝛾 = 𝑔(𝜷), and
tests the authenticity of the packet as

Ĥ =

{
0, if 𝛾 < 𝜆 (packet from Alice),
1, if 𝛾 ≥ 𝜆 (packet from Eve).

(3)

Bob sets the threshold 𝜆 to achieve a target false alarm (FA) prob-
ability. Call H = 0 (H = 1) the case where Alice (Eve) is actually
transmitting: the FA probability is 𝑝FA = P[Ĥ = 1|H = 0], and
the missed detection (MD) probability is 𝑝MD = P[Ĥ = 0|H = 1].
In the next sections, we describe how each step is implemented,
discussing several strategies to design the function 𝑔(·).

4.1 Feature Extraction
We consider the power-weighed average delay as the authentication
feature. To compute it, we first zero out low-power arrivals in the
power-delay profile {Π𝑛 (𝑡, 𝜏)}, i.e.,

Π′
𝑛 (𝑡, 𝜏) =

{
0, if Π𝑛 (𝑡, 𝜏) < 𝑇ℎ,
Π𝑛 (𝑡, 𝜏), if Π𝑛 (𝑡, 𝜏) ≥ 𝑇ℎ,

(4)

where 𝑇ℎ is chosen to obtain a desired FA probability when dis-
criminating true arrivals from noisy contributions [8]. CallH𝑛 (𝑡)
the set of delays of all channel arrivals that remain after thresh-
olding. As pointed out in Section 3, we assume that all devices are
synchronized, thus we can compute the average delay as

𝑥𝑛 (𝑡) =
1

Π̄𝑛 (𝑡)
∑︁

𝜏∈H𝑛 (𝑡 )
𝜏Π′

𝑛 (𝑡, 𝜏) , (5)

where
Π̄𝑛 (𝑡) =

∑︁
𝜏∈H𝑛 (𝑡 )

Π′
𝑛 (𝑡, 𝜏) , (6)

and we remark that the delay of the first arrival in the channel
impulse response depends on the distance between the transmitting
and receiving devices. Note that it is still possible to extend the
feature set without loss of generality using the candidate features
discussed in [4, 30].

4.2 Prediction Strategy
We now describe the Kalman filter we employ to track the average
delay feature and understand how much innovation a new trans-
mission brings. To simplify the notation, we drop both the time
reference and the sensor index𝑛. Thus, we consider that each sensor
collects a sequence of delay measurements {𝑥𝑖 }, where measure 𝑥𝑖
is associated with the power delay profile observed at time 𝑡𝑖 . The
task of the Kalman filter is to track the evolution of the distance 𝑑𝑖
between 𝑆𝑛 and Alice, and the projected velocity 𝑣𝑖 , i.e., the velocity
component along the direction of the LoS between 𝑆𝑛 and Alice.
Thus, the (hidden) true state at step 𝑖 is 𝒛𝑖 = [𝑑𝑖 , 𝑣𝑖 ]T.
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Considering the previously described scenario, we relate subse-
quent observations of the distance and of the (projected) velocity
using a local linear movement model with random evolution, i.e.,
defining the state transition matrix

𝑭𝑖 =

(
1 Δ𝑡𝑖
0 1

)
, (7)

where Δ𝑡𝑖 = 𝑡𝑖 − 𝑡𝑖−1, the evolution of the true state is modeled as

𝒛𝑖 = 𝑭𝑖𝒛𝑖−1 +𝒘𝑖 , (8)

where𝒘𝑖 ∼ N(0,𝑸𝒊) represents the process noise, assumed to have
Gaussian statistics.

About the observations, we first introduce the measurement
vector as

𝒉𝑖 =
(
1/𝜈 0

)
, (9)

where 𝜈 is the sound speed in water. Then, the true state 𝒛𝑖 is related
to the measurement 𝑥𝑖 by the following function

𝑥𝑖 = 𝒉𝑖𝒛𝑖 + 𝑟𝑖 , (10)

where 𝑟𝑖 ∼ N(0, 𝜎𝑖 ) models the observation noise. We remark
that, in general, the receiver does not know the actual sound speed
in water, also because taking a local sound speed measurement
requires the deployment of possibly bulky equipment. Still, we can
use an approximated value 𝜈 , with the understanding that the term
𝑟𝑖 in (10) also incorporates sound speed approximation errors.

We also remark that the Kalman filter assumes a Gaussian statis-
tic for both 𝒘𝑖 and 𝑟𝑖 : while this hypothesis is not always true in
our scenario, we still can consider it as an approximation. However,
when the hypotheses are met and (8) and (10) perfectly model the
reality, the Kalman filter is proven to be an optimal predictor [19].

For each received packet, the Kalman filter performs two opera-
tions: prediction and model update. During the prediction step, it
computes the a priori state estimate 𝒛̃𝑖 |𝑖−1 and its covariance matrix
𝑷𝑖 |𝑖−1, respectively, as

𝒛̃𝑖 |𝑖−1 = 𝑭𝑖 𝒛̃𝑖−1 |𝑖−1 (11a)

𝑷𝑖 |𝑖−1 = 𝑭𝑖𝑷𝑖−1 |𝑖−1𝑭
T
𝑖 . (11b)

During the update step, the filter computes

𝑦𝑖 = 𝑥𝑖 − 𝒉𝑖 𝒛̃𝑖 |𝑖−1 (11c)

𝑪𝑖 = 𝒉𝑖𝑷𝑖 |𝑖−1𝒉
T
𝑖 + 𝜎𝑖 (11d)

𝑮𝑖 = 𝑷𝑖 |𝑖−1𝒉
T
𝑖 𝑪

−1
𝑖 (11e)

𝒛̂𝑖 |𝑖 = 𝒛̂𝑖 |𝑖−1 + 𝑮𝑖𝑦𝑖 (11f)
𝑷𝑖 |𝑖 = (𝑰2 − 𝑮𝑖𝒉𝑖 )𝑷𝑖 |𝑖−1 , (11g)

where 𝒛̂𝑖 |𝑖 and 𝑷𝑖 |𝑖 are the updated a posteriori state estimate and
its covariance, respectively, while 𝑮𝑖 is the Kalman gain. The pre-
diction error 𝒚𝑖 is called innovation of the Kalman filter; together
with its covariance 𝑪𝑖 , the innovation is exploited to compute

𝛽𝑛 = 𝑦T
𝑖 𝑪

−1
𝑖 𝑦𝑖 , (12)

which Bob uses as an input for authenticity verification. We remark
that, different from the general model of the Kalman filter, we have
no control input. A more detailed description of the Kalman filter
can be found in [19].

The considered feature yields the linear relations (8) and (10): in
general, by choosing a different set of features, these relations may

not be linear anymore; in this latter cases it becomes necessary to
resort to the extended Kalman filter (EKF).

4.3 Authenticity Verification
In this section we propose several possible forms of the classifi-
cation function 𝑔(·), which Bob uses to verify the authenticity of
a packet. We focus on one-class classification solutions, i.e., 𝑔(·)
can be designed and trained by using only observations from trans-
missions by Alice. To the best of the authors’ knowledge, there is
no optimal test for one-class classification, except in specific con-
texts [37]. Thus, we investigate three classification functions: a) a
function based on the linear combination (LC) of the inputs; b) a
classifier using an autoencoder (AE) neural network (NN); and c) a
classifier based on a one-class support vector machine (OC-SVM).

Linear Combination (LC). The first classifier involves the linear
combination of the entries of vector 𝜷 . In more detail, considering
that Bob collects 𝐾 innovations for each of the 𝑁 receivers, he
combines them as

𝑔LC (𝜷) =
𝑁∑︁
𝑛=1

𝐾∑︁
𝑘=1

𝛼𝑛,𝑘𝛽𝑛,𝑘 . (13)

Several strategies may be used to estimate the weights: for instance,
in [9] the authors take into account the relative distance between
each pair of sensors and the (estimated) distance between each
sensor 𝑆𝑛 and Alice. Here, we consider a worst case analysis where
Bob equally weighs each term of 𝜷 , i.e., 𝛼𝑛,𝑘 = 1, ∀𝑘 = 1, . . . , 𝐾 and
∀𝑛 = 1, . . . , 𝑁 .

Autoencoder NNs (AEs). AEs are unsupervised feed-forward neu-
ral networks, whose task is to replicate the input to the output.
In more detail, they can be decomposed into two subnets, called
respectively encoder, 𝑓enc and decoder, 𝑓dec.

The task of the encoder NN is to project the input to a (typically)
lower-dimensional space, called the latent space. Thus, the encoder
associates the input to its representation in the latent space. Con-
versely, the decoder NN reconstructs the input starting from its
compressed version. In more detail, considering a training set of 𝐿
legitimate sample vectors, {𝜷ℓ }, the AE is trained by minimizing
the mean square error (MSE) training loss, i.e., by minimizing the
reconstruction error

min
1
𝐿
Γ(𝜷ℓ ) = min

1
𝐿

𝐿∑︁
ℓ=1




𝜷ℓ − 𝑓dec
(
𝑓enc (𝜷ℓ )

)


2
. (14)

More details about the AE design can be found in [14].
Typically, the latent space size is smaller than those of the input

and output vectors, hence the reconstruction process is lossy. Still,
the AE is trained to minimize the MSE loss, and is supposed to learn
useful statistical properties of the training dataset. Thus, AEs can
be used for authentication: if we train the AE by using only samples
𝛽ℓ computed after Alice transmissions, only samples with the same
statistical distribution are supposed to be reconstructed with low
MSE [5, 28]. Therefore, the classifier will be 𝑔AE (𝜷ℓ ) = Γ(𝜷ℓ ).

One-class SVM (OC-SVM). The idea behind an OC-SVM is to find
the boundary that best encloses the training dataset samples. Next,
during the testing phase, we will consider as legitimate only the
samples falling within the boundary described by the SVM model.
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In particular, considering a training dataset of size 𝐿, the testing
function will be

𝑔SVM (𝜷) = 𝜶T𝜙 (𝜷) + 𝑏 , (15)

and 𝜶 and 𝑏 are respectively weights and bias of the trained OC-
SVM classifier and𝜙 (·) is a suitable feature transformation function.

To train the classifier we consider the least squares SVM (LS-
SVM) approach described in [7], where the loss function to be
minimized is

min
𝜶 ,𝑏

1
2
𝜶T𝜶 + 𝑏 +𝐶 1

2

𝐿∑︁
ℓ=1

𝑒2
ℓ ,

with 𝑒ℓ = −𝜶𝑇𝜙 (𝜷ℓ ) − 𝑏 ℓ = 1, . . . , 𝐿 ,

(16)

where 𝐶 is a hyper-parameter that has to be tuned depending on
the training dataset itself [15].

5 NUMERICAL RESULTS
We evaluate our approach by simulating underwater acoustic com-
munication channels via Bellhop [27]. We consider an operational
region of about 6 km × 6 km, located in the San Diego bay area,
having a depth between 250 and 600m. The bottom-left corner of
the area is located at coordinates (32◦52′34.5′′N, 117◦24′12.8′′W).

We deploy both Eve and Bob at random. Bob incorporates four
sensors arranged as a tetrahedral pyramid of base radius and height
equal to 5m.

Alice moves across the area according to a correlated Gauss-
Markov mobility model, and sends an acoustic signal once every Δ𝑡
seconds. Specifically, Alice starts at a random location, 𝑷A,0, with
an initial velocity vector of magnitude 𝑣0 = ∥𝒗A,0∥ and direction
drawn uniformly at random in an interval of 45◦ around due north.
Once every Δ𝑡 = 1 s, Alice’s location 𝑷A,𝑖 and velocity 𝒗A,𝑖 are
updated from step 𝑡𝑖−1 to 𝑡𝑖 , as

𝑷A,𝑖 = 𝑷A,𝑖−1 + 𝒗A,𝑖Δ𝑡, (17)

𝒗A,𝑖 = 𝛼 𝒗A,𝑖−1 + 𝜼
√︁

1 − 𝛼2 , (18)

where 𝑖 and 𝑖 − 1 refer to the current and previous location and
velocity update epochs, respectively, 𝛼 = 1−2 ·10−3 is the trajectory
correlation factor, and 𝜼 is a Gaussian noise vector having (fixed)
independent components of standard deviation [2, 2, 1] m/s along
the east–west, north–south and depth dimensions, respectively.
These choices lead to correlated trajectories, which reproduce the
uncertainty of drifting due to currents and eddies. At the same time,
the lower variance along the depth dimension signifies a typically
more accurate depth-keeping capability.

For every signal Alice transmits, we run Bellhop to compute the
channel impulse response perceived at each of Bob’s sensors as well
as at Eve. Moreover, we reproduce different levels of randomness
in Eve’s estimate of Alice’s location by displacing Alice uniformly
at random within a radius of either 50, 100, 200, or 400 m over the
azimuthal plane, and within a depth of ±20 m from Alice’s actual
location. These values are representative of realistic errors obtained
via localization schemes based on matched field processing [12].
For each random displacement, we recompute the channel impulse
response at each of Bob’s sensors. Eve’s uncertainty on Alice’s
location then translates into an uncertainty on the channel that
Eve should reproduce in order to successfully impersonate Alice.
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Figure 1: Example of simulation scenario showing the loca-
tion of Eve and Bob, and a sample trajectory for Alice. The
background colors convey the local depth.

Fig. 1 shows the bathymetry map of the area, the locations of Bob
and Eve, and Alice’s trajectory for one instance of our simulations.
The full Monte-Carlo simulation set includes several realizations
of the above scenario, with different locations and trajectories,
as well as different movement speeds for Alice, i.e., where the
initial velocity magnitude is 𝑣0 = 0.5, 1, and 1.5m/s. In total, we
generated 20 simulations for each initial velocity magnitude 𝑣0;
each simulation lasts 12 000 s, corresponding to a total of 12 000
power-delay profiles collected per simulation.

We assume that, for each simulation, there is an initial training
period when each sensor 𝑆𝑛 receives data only from Alice and that
each receiver will have such training dataset at her disposal. We
remark that this training dataset has to be used to train both the
(local) Kalman filter and the chosen function 𝑔(·). In particular, we
considered a scenario where each sensor collected 600 (legitimate)
feature vectors: thus, we used the first 200 power delay profiles,
to train the Kalman filter; next, we input the latter 400 measure-
ments to the Kalman filter, and extract the innovations that will be
collected by Bob; this allows us to build the training dataset {𝛽ℓ }
with 𝐿 = 400 observations that will be used to train the actual 𝑔(·)
functions. Notice that the training dataset size does not depend
on 𝐾 , i.e, the number of innovations that Bob collects from each
sensor before making an authentication decision. Thus, by increas-
ing 𝐾 , we increase the size of each collected vector 𝜷 , but also
shorten the training dataset. The remaining part of the legitimate
power-delay profiles is used to compute the output in the legitimate
case. Once both the Kalman filter and the 𝑔(·) function have been
trained, we give up to 𝐾 subsequent impulse responses associated
to transmissions from Eve as input to each sensor.

For the Kalman filter, we set the state evolution noise covariance
(8) to 𝑸𝑖 = 10−3 𝑰2 and the measurement noise variance (10) to
𝜎𝑖 = 10−3. Moreover, we consider a worst-case scenario where
each sensor has no information about Alice. Therefore we always
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Figure 2: 𝑝MD vs. 𝑝FA for single-sensor authentication (SSA)
and the described authentication verification functions, for
a maximum localization error of 50 or 100 m over the az-
imuthal plane. 𝐾 = 1. Autoencoder (AE): circle; linear com-
bination (LC): cross; one-class support vector machine (OC-
SVM): square.

set the initial state to 𝒙0 = [0, 0]T. Indeed, having an initial (even
partial) guess on Alice’s distance and velocity would allow the
Kalman filter to converge with a shorter training dataset, and leave
more data to train the 𝑔(·) function.

As pointed out in Section 4.3, we assume that each sensor has no
information about the others, thus for the LC approach (13) we set
𝛼𝑛,𝑘 = 1. For the AE, following the results of [32], we designed both
the encoder and the decoder to have one layer each, containing
𝐾𝑁 neurons. The size of the hidden layer is 2, since it provides
the best classifier among the tested configurations. All the neurons
have a linear activation function. The training lasted for 5 epochs.
Finally, for the OC-SVM, we used a linear kernel function since it
achieved better results than both the radial basis function and the
polynomial kernels.

5.1 Performance Results
To evaluate the performance of our scheme, we consider the re-
ceiver operating characteristic (ROC) curves, obtained by plotting
the FA and MD probabilities for different threshold values 𝜆. For
comparison, we consider also a single-sensor authentication (SSA)
classifier, where Bob decides only based on the observation from
his topmost sensor. Figs. 2 and 3 show the results for Alice’s initial
velocity 𝑣0 = 1 m/s and 𝐾 = 1, using the LC, AE, OC-SVM and SSA
classifiers, for different attacker estimation accuracies (50m and
100m in Fig. 2, 200m and 400m in Fig. 3).

As expected, if Eve can estimate the location of Alice more accu-
rately, she has higher chances of successfully impersonating Alice:
in other words, if we fix a given 𝑝FA, 𝑝MD becomes increasingly
higher when the estimate of Alice’s location becomes increasingly
accurate. Instead, by comparing the different implementations of the
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Figure 3: 𝑝MD vs. 𝑝FA for SSA and the described authentication
verification functions, for a maximum localization error of
200 or 400 m over the azimuthal plane. 𝐾 = 1. AE: circle; LC:
cross; OC-SVM: square.

function 𝑔(·), we notice that all the approaches outperform the SSA,
meaning that all proposed schemes can successfully merge local
information from different sensors. Moreover, in critical scenarios
where Eve’s estimate of Alice’s location is most accurate, there
exist negligible performance differences among the approaches.
Conversely, for higher position estimation errors, the 𝐴𝐸 achieves
the worst performance, while the LC and the OC-SVM methods are
almost equivalent, with a slight edge for the LC. This may hint to
the fact that the components of the vector 𝜷 are (at least close to
be) statistically independent.

Figs. 4 and 5 show the results for the same settings and algo-
rithms, but Bob now collects 𝐾 = 3 observation from each sensor
into vector 𝜷 . This setting improves the classification performance.3
For example, by comparing Fig. 5 to Fig. 3, we observe that setting
the threshold 𝜆 to achieve a progressively lower 𝑝MD leads to a
much slower increase in 𝑝FA (e.g., 𝑝FA = 0.06 for 𝑝MD = 0.1 if𝐾 = 3,
against 𝑝FA = 0.25 for 𝐾 = 1). We still observe that the AE classifier
achieves the worst performance, whereas the LC and the OC-SVM
are practically equivalent.

Finally, we investigate how a different average movement speed
for Alice affects the classification performance. Besides 𝑣0 = 1 m/s
as in the previous results, we now considers also 𝑣0 = 0.5 and
𝑣0 = 1.5 m/s. The corresponding results are shown in Figs. 6 and 7,
respectively for 𝐾 = 1 and 𝐾 = 3. Because the LC classifier ex-
hibits the best tradeoff between complexity and classification per-
formance, we consider only LC in these result, and assume that
Eve’s accuracy in estimating Alice’s location is 200 m. For 𝐾 = 1,
we observe no significant difference between the performance of
LC for different speeds. However, increasing 𝐾 (besides leading to
better performance for the LC against the SSA classifier) leads to
3We tested several options for 𝐾 , and found that 𝐾 > 3 yields negligibly better results
with respect to 𝐾 = 3. The corresponding results are omitted for brevity.
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Figure 4: 𝑝MD vs. 𝑝FA for SSA and the described authentication
verification functions, for a maximum localization error of
50 or 100 m over the azimuthal plane. 𝐾 = 3.

an interesting outcome: the best results are obtained for 𝑣0 = 1 m/s.
This suggests that there are two competing ways in which speed
affects the power-weighed average delay metric we use for authen-
tication. On the one hand, a lower speed implies that channels are
more coherent over time, so that Eve has good chances to imper-
sonate Alice successfully, even if her estimate of Alice’s location is
not too accurate. On the other hand, for 𝑣0 = 1.5 m/s, the average
delay metric tends to change more abruptly, and the innovations
computed by the Kalman filter becomes higher with each new le-
gitimate transmission. This also translates into an advantage for
Eve, as she decreases the margin the classifier needs to tell apart
legitimate and impersonating transmissions.

6 CONCLUSIONS
We discussed an authentication algorithm for underwater acoustic
networks with a mobile transmitter. We take a physical-layer se-
curity approach, and use a Kalman filter to establish whether the
power-averaged delay of significant acoustic channel taps remains
similar across subsequent received transmissions or not. We make
the final decision by fusing the innovation observations from dif-
ferent Kalman filters, that process the data of different co-located
acoustic receivers. For the fusion itself, we consider a linear com-
biner, an autoencoder, and a one-class support vector machine.

After evaluating the tradeoff between the false alarm and the
missed detection probability for different values of the decision
threshold, we show that fusing multiple observations over time
improves the authentication performance, and that a simple linear
combiner compares well against more complex observation fusion
algorithms.

Future work will include distributing Bob’s sensors across the
network area (thus requiring them to wirelessly communicate their
decisions to a central entity, so that Eve can attempt to interfere
with the process); testing the performance of our approach when
all of Alice, Bob and Eve move; exploiting different channel features
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Figure 5: 𝑝MD vs. 𝑝FA for SSA and the described authentication
verification functions, for a maximum localization error of
200 or 400 m over the azimuthal plane. 𝐾 = 3.

in addition to the average tap delay; and exploring the impact of
imperfect synchronization.
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