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ABSTRACT
Assistive robots are expected to contribute to the solution of major
societal problems in healthcare, such as the increasing number of
elderly who need informal and professional care over a long period
of time. Most of the research focuses on the development of human-
like robots to facilitate human-robot interaction and strengthen the
social, cognitive and affective processes. However, there are some
possible downsides of this type of “robot humanizing”, like raising
high expectations and causing incorrectmental models of the robots.
Machine-like robots, on the other hand, may help to build more
realistic mental models and expectations but might bring about
less fluent interactions and less pronounced experiences (i.e., less
to remember). To test if a human-like robot indeed brings about
better interaction fluency and memory recall, we designed two
types of robots for a joint human-robot music listening activity:
A human-like and a machine-like robot (Pepper). Thirty students
participated in the experiment managed by a Wizard-of-Oz set-up.
As expected, the human-like robot proved to perform better in
terms of fluency and memory recall. Currently, we are preparing a
follow-up experiment, consisting of longer sessions with the elderly
to see whether this effect persists for this age group and how far the
human- or machine-likeness influences the elderly’s understanding
and expectations of the robot’s capabilities.
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1 INTRODUCTION
The population is ageing and people are living longer. According
to the United Nations [2], there are 727 million people over the
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age of 65 in 2020. The significance of elderly care is widely recog-
nised based on these facts [17, 27]. Elderly care providers are under
tremendous pressure as a result of the growing elderly population.
Robotics may help with some of these issues thanks to its numerous
advancements. Social robots could be employed for a range of tasks,
including leisure, general assistance, artificial companionship, and
healthcare [32]. Most of the social robot research focuses on the de-
velopment of human-like robots to facilitate "natural" human-robot
interaction and strengthen the social, cognitive and affective pro-
cesses (cf., [7]). However, there are some possible downsides when
a robot becomes more human-like: expectations for comprehension
and intelligent responses rise as well [29], which may not always
be in line with what a robot is actually capable of [36]. In contrast,
people won’t assume robots have advanced social cognition if they
behave in a machine-like robotic manner. In short, inaccurate or
overconfident mental models of robots may cause people to interact
with them inappropriately which could be disastrous for a "fluency"
human-robot interaction.

In addition to the robotic task support, music has a broad ver-
satile support potential for providing content and ambience of the
activities in elderly care [3] that can improve health and well-being.
Especially, studies have shown that autobiographical memories can
be efficiently sparked by music [4, 20], and as noted by [18], it can
help the elderly by connecting them to "others who may no longer
be living, and may also validate memories, give meaning to live, and
bring a greater sense of spirituality". In conclusion, music-evoked
autobiographical memories (MEAMs) are an important aspect of
elderly care.

The overall research program aims at an assistive robot that
supports older adults in music-enriched meaningful activities. This
support should be attuned to the individual competencies, needs
and preferences of the adult. Personality is defined as a person’s
behaviours, cognition, and emotions, which are influenced by both
biological and social factors [16]. Social psychology research has
demonstrated that people with different personalities prefer to in-
teract in different ways [5]. Personality is increasingly recognised
as a key concept in understanding human behaviour [15, 24]. More-
over, personality characteristics appear to relate to the degree type
of self-disclosures of people towards a social robot [26]. The Big 5
personality traits will be used in our research to convey relevant
individual differences to address in the support.

This paper presents our first study to test if a human-like robot
brings about better interaction fluency and pronounced experiences
(i.e., memory recall) than a machine-like robot. These two "robot
identities" were designed, implemented in the Pepper robot of Soft-
bank, and evaluated with students in a joint human-robot music
listening activity.
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2 ROBOT DESIGN
People’s mental models of robots can be influenced by numerous
aspects [13, 21, 23]. In this study, we used four primary factors to
design the different robot conditions: appearance, behaviour, voice
and dialogue.

2.1 Appearance
The user’s first impression of the robot is its appearance. Therefore,
the appearance of the robot is crucial in helping the user to develop
the correct mental model with the robot. In this study, a Pepper
robot [33] was employed, the machine-like type robot maintains
its original appearance, whereas the human-like type robot dresses
in clothing with noticeable "human" traits, such as a tie and a hat.

2.2 Behaviour
The user’s perception of the robot’s identity during the interaction is
heavily influenced by the robot’s behaviour, such as the robot’s body
movements when talking to the user. Specifically, the robot’s gaze
and gestures have an impact [22, 31]. Likewise, [12] suggested that
collaborative robots should show social cues, which may involve
the display of emotions. Therefore, in this study, the majority of
behaviours are kept the same for both types of robots. The only
different behaviour is the dance of the robot. Human-like robot
dance has the following characteristics: human-quality motion,
flowing, organic, natural, and curved lines, whereas the machine-
like robot dance has: precision, control, proximity and safety [1].

2.3 Voice
Hearing is one of the most important human senses, and a robot’s
voice can also affect the user’s perception of its identity. In this
study, the voice was adjusted by the built-in voice settings. The
naoenu setting is a distinctly human voice with tone and emotion
which is used for the human-like robot. The naomnc setting is
apparently a synthesized voice which was typically considered to
be machine-like [35] is employed by the machine-like robot.

2.4 Dialogue
Fischer [11] has summarised the literature on the distinctions
between human-to-human communication (HHC) and human-
computer interaction (HCI) in several aspects. In this study, the
dialogue with a machine-like robot with the following features
compared to the human-like robot: less polite, with fewer words
per conversation, a smaller lexicon, fewer syntactic, more simplifi-
cation, including a little over-specification, and technical disclosure
rather than emotional disclosure. Table 1 shows an example seg-
ment of the dialogue. It can be noticed that this machine-like robot
has a bit of over-specification and considerable technical disclosure.

3 EVALUATION METHOD
3.1 Participants
Thirty University students (from the Netherlands) participated in
the experiment (recruited through social media advertisements
or on-site recruitment). The participants were randomly divided
equally into two groups, with 15 being placed in the machine-like

Human-like Condition Machine-like Condition

I am an intelligent social ro-
bot, and my name is Robin.
I am designed to communi-
cate with people and act like
a human, just like you! Please
make yourself comfortable.
Are you ready to begin?

My name is Tronic, and I am
a humanoid robot. I am fully
equipped to be able to com-
municate with humankind in
a robot way. I am connected
to the Internet. I have sen-
sors and much more. Can you
hear me well?

Table 1: Example of the human-robot dialogue

robot condition and the other 15 being placed in the human-like
robot condition. The average age was 24.8 years old (SD = 4.8).

3.2 Procedure
The set-up of the experiment can be seen in Figure 1. A Wizard
of Oz setup was used to control the dialogue. It took roughly 15
minutes to complete the experiment. The experimenter began by
giving a brief introduction and asking the participant to sign the
informed consent. Then they were instructed to take a seat on the
chair (see Figure 2) and informed that the experiment would shortly
begin.

Figure 1: Schematic set-up of the experiment

The experimenter would now activate the robot and launch the
experiment, then robot started with an introduction and then asked
the participants for their profile information. Once the profile is
created, the robot helped the participant choose a song that they
know. Once the selection was made, the song was played and the
robot started dancing. At the same time, the robot asked general
questions about the music. When the dancing stopped, the robot
asked for some memories related to the song. The robot would try
to ask for more information about memory. If the participant had
already been asked twice about memory, the robot would end the
conversation. The participants were given a questionnaire once it
was completed.
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Figure 2: A site photo of the experiment

3.3 Measures
Two forms of data were gathered during the experiment: video
records of the experiment and the follow-up questionnaire.

• From the video records, two variables were derived. The
objective fluency metric is measured by the H-IDLE time
ratio (i.e., the percentage of total task time when the human
is inactive) [19]. The TEMPau test score was widely used to
assess autobiographical memory performance [8–10, 28], in
this study, it concerns participants’ verbal answers to the
memory recall questions (see Table 2).

• The questionnaire is divided into two main sections. The
subjective fluency metrics contain nine questions which are
summarized by [19], all of which used a 7-point Likert scale.
The Ten-Item Personality Inventory (TIPI) scoring scale [14]
was used to assess the individuals’ Big 5 personality traits.

Score Example

0 My father.
1 My father used to drink coffee.
2 My father used to drink coffee in the backyard.
3 One morning on a summer vacation in the moun-

tain, my father was not able to find a grocery to buy
coffee.

4 One morning on a summer vacation in the moun-
tain, My father was bit nervous without his morning
coffee.

Table 2: TEMPau test score example from [9]

4 RESULTS
4.1 Video observations
4.1.1 Objective fluency metrics. The H-IDLE ratio in the human-
like condition (Mdn = 0.395, M = 0.393, SD = 0.047) was generally
lower than in the machine-like condition (Mdn = 0.446, M = 0.438,
SD = 0.049), see Figure 3. The dataset with machine-like conditions
failed the normality test. Thus, the Mann-Whitney test was used to
analyse the data, and it revealed that the median H-IDLE ratio for
the human-like group differs significantly from that of the machine-
like group (w = 46, p < 0.01).

Figure 3: H-IDLE ratio from video observations

4.1.2 Performance of memory recall. The performance of memory
recall was determined using the TEMPau test score. The primary
experimenter reviewed all of the video data, and to reduce scoring
bias, a second independent rater evaluated 20% of the data (N = 6)
as well. The results indicated that they have the same viewpoint
regarding the assessment with 100% inter-rater reliability. As shown
in Figure 4, the TEMPau score of the human-like condition (Mdn
= 1, SD = 1.18) is higher than the machine-like condition (Mdn
= 1, SD = 0.68). Due to the non-normal distribution of these two
datasets, we performed the Mann-Whitney test once more. The
results showed that there is a significant difference between the
two groups (w = 64, p < 0.05).

Figure 4: TEMPau test score from video observations (range
from 0 to 4)

4.2 Questionnaire
4.2.1 Subjective fluency metrics. The subjective fluency metrics
consisted of nine questions, each of which employed a 7-point Likert
scale. In order to create a more normal distribution, which may
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Figure 5: The relationship of personality to the H-IDLE ratio and TEMPau test scores (3 significant results)

be favourable to the t-test, a technique called summed scores was
applied [6]. Due to the fact that both datasets passed the normality
test, we performed a two-sample, two-tail, equal variance t-test.
The findings show no statistically significant differences (t(28) =
-0.036, p > 0.05) between the 15 participants who interacted with
the human-like robot (M = 48.07, SD = 5.12) and the 15 individuals
in the machine-like condition (M = 48.13, SD = 4.85).

Dimension Average score TIPI norms

Agreeableness 5.25 5.23
Conscientiousness 4.58 5.4
Emotional stability 4.7 4.83
Extroversion 4.05 4.44
Openness 5.13 5.38

Table 3: Comparison of average scores with TIPI norms

4.2.2 Big 5 personality. Table 3 shows that the average scores of the
30 participants are generally consistent with the TIPI score Norms.
The Pearson correlation test was used to determine the relationship
between the data. The results of the positive correlational analysis
are summarised in Figures 5A and 5B, the TEMPau test scores
exhibit a significant but weakly positive correlation to emotional
stability (r(28) = 0.398, p < 0.05) and conscientiousness (r(28) = 0.41,
p < 0.05). Participants with higher scores on the personality traits of
emotional stability or conscientiousness expressed a richer memory.
This result may be explained by the fact that people with higher
emotional stability prefer the human-like robot rather than the
machine-like robot [30, 34] and previous studies have demonstrated
a positive relationship between conscientiousness and the intention
to self-disclose [25].

Figure 5C indicates that the conscientiousness personality trait
and the H-IDLE ratio were found to be negatively correlated (r(28)
= -0.34, p < 0.05). In this human-robot interaction task, participants
with higher conscientiousness personality trait scores had a lower
H-IDLE ratio. The lower H-IDLE ratio means the inactive time ratio
of the participant is also lower, which indicates more HRI fluency.

5 CONCLUSION AND FUTUREWORK
In this study, we designed, partly implemented, and evaluated a
music assistive robot with two identities. One is attempting to act
like a human, which was with intuitive fluid interaction but may
provide the user with an inappropriate mental model. The other,
who had clear expectations but less intuitively smooth interaction,
exhibited machine-like traits. Whereas Neerincx et al. [26] did not
find an effect of machine-like versus human-like identity (also for
a Pepper robot), our experiment showed that the human-like robot
outperforms the machine-like robot in terms of the fluency in the
human-robot interaction and MEAMs performance in the music
listening activity. Although the individuals did not perceive the
human-like robot’s fluency improvement subjectively. Furthermore,
we discovered that participants prefer to dance with human-like
robots during the experiment. Similar to Neerincx et al. [26], we
found the effects of personality traits on the "richness" of the an-
swers. However, they discovered a negative correlation between
conscientiousness and the degree of self-disclosure, which is an in-
teresting starting point for further personalization of the dialogues.

This research contributes to the development of social robots
for elderly care, embedded with music that promotes the health
and well-being of older adults. The robot can listen to music with
the elderly and talk about music-related memories, which can help
them have better mental health. The findings of this research may
aid in understanding why more and more social robots are being
developed to resemble humans since the human-like robot in the
experiment performed better. In this first experiment, the robot was
tested with young adults. Currently, we are preparing a follow-up
experiment, consisting of longer sessions with the elderly to see
whether the positive effect of "human-likeness" persists for this age
group and how far the robot’s identity influences the elderly’s un-
derstanding and expectations of the robot’s capabilities. This study
may in general serve as a good point for the long-term application
of social robots, because the music service can be repeatedly used.
The elderly can benefit from the music activity by having a wide
range of memories stimulated, which can improve their health and
well-being.

170



Human- or Machine-like Music Assistive Robots HRI ’23 Companion, March 13–16, 2023, Stockholm, Sweden

REFERENCES
[1] Naoko Abe, Kate Maguire-Rosier, and Fiona Andreallo. 2020. Pilot Classification of

Human-Robot Dance Performances. https://doi.org/10.13140/RG.2.2.16853.86243
[2] United Nations Department of Economic and Social Affairs. 2021. World Pop-

ulation Ageing 2020: Highlights: Living Arrangements of Older Persons. United
Nations. https://doi.org/10.18356/9789210051934

[3] Stefania Bandini, Francesca Gasparini, and Marta Giltri. 2019. Personalized
Music Experience for the Wellbeing of Elderly People. Springer, Cham, 335–340.
https://doi.org/10.1007/978-3-030-34770-3_28

[4] Amy M. Belfi, Brett Karlan, and Daniel Tranel. 2016. Music evokes
vivid autobiographical memories. Memory 24, 7 (Aug. 2016), 979–989.
https://doi.org/10.1080/09658211.2015.1061012 Publisher: Routledge _eprint:
https://doi.org/10.1080/09658211.2015.1061012.

[5] Arturo Cruz-Maya and Adriana Tapus. 2016. Influence of User’s Personality on
Task Execution When Reminded by a Robot. In Social Robotics (Lecture Notes
in Computer Science), Arvin Agah, John-John Cabibihan, Ayanna M. Howard,
Miguel A. Salichs, and Hongsheng He (Eds.). Springer International Publishing,
Cham, 829–838. https://doi.org/10.1007/978-3-319-47437-3_81

[6] J. F.C. de Winter and D. Dodou. 2019. Five-Point Likert Items: t test versus
Mann-Whitney-Wilcoxon (Addendum added October 2012). Practical Assessment,
Research, and Evaluation 15, 1 (Nov. 2019). https://doi.org/10.7275/bj1p-ts64

[7] Brian R. Duffy. 2003. Anthropomorphism and the social robot. Robotics and
Autonomous Systems 42, 3-4 (2003), 177–190. https://doi.org/10.1016/S0921-
8890(02)00374-3 Publisher: North-Holland.

[8] Mohamad El Haj, Luciano Fasotti, and Philippe Allain. 2012. The involuntary
nature of music-evoked autobiographical memories in Alzheimer’s disease. Con-
sciousness and Cognition 21, 1 (March 2012), 238–246. https://doi.org/10.1016/j.
concog.2011.12.005

[9] Mohamad El Haj, Marie Charlotte Gandolphe, Karim Gallouj, Dimitrios Kapogian-
nis, and Pascal Antoine. 2018. From Nose to Memory: The Involuntary Nature
of Odor-evoked Autobiographical Memories in Alzheimer’s Disease. Chemical
Senses 43, 1 (Jan. 2018), 27–34. https://doi.org/10.1093/chemse/bjx064

[10] Mohamad El Haj, Dimitrios Kapogiannis, and Pascal Antoine. 2016. Phenomeno-
logical reliving and visual imagery during autobiographical recall in Alzheimer’s
disease. Journal of Alzheimer’s disease : JAD 52, 2 (March 2016), 421–431.
https://doi.org/10.3233/JAD-151122

[11] Kerstin Fischer. 2006. What computer talk is and isn’t. Human-Computer Conver-
sation as Intercultural Communication 17 (2006). Publisher: AQ.

[12] Kerstin Fischer. 2019. Why Collaborative Robots Must Be Social (and even
Emotional) Actors. Techné: Research in Philosophy and Technology 23, 3 (Nov.
2019), 270–289. https://doi.org/10.5840/techne20191120104

[13] J. Goetz, S. Kiesler, and A. Powers. 2003. Matching robot appearance and behavior
to tasks to improve human-robot cooperation. IEEE, Millbrae, CA, USA, 55–60.
https://doi.org/10.1109/ROMAN.2003.1251796

[14] Samuel D Gosling, Peter J Rentfrow, and William B Swann. 2003. A very brief
measure of the Big-Five personality domains. Journal of Research in Personality
37, 6 (Dec. 2003), 504–528. https://doi.org/10.1016/S0092-6566(03)00046-1

[15] Sandeep Goyal, LikoebeMaruping, and Lionel Robert. 2008. Diversity and conflict
in teams: a faultline model perspective. Academy of Management Proceedings
2008, 1 (Aug. 2008), 1–6. https://doi.org/10.5465/ambpp.2008.33640695 Publisher:
Academy of Management.

[16] Calvin S. Hall and Gardner Lindzey. 1957. Theories of personality. John Wiley &
Sons Inc, Hoboken, NJ, US. https://doi.org/10.1037/10910-000 Pages: xi, 572.

[17] Hannah Richardson. 2017. Robots could help solve social care crisis, say aca-
demics. BBC News (2017). https://www.bbc.com/news/education-38770516

[18] Terrence Hays and Victor Minichiello. 2005. The meaning of music in the lives of
older people: a qualitative study. Psychology of Music 33, 4 (Oct. 2005), 437–451.
https://doi.org/10.1177/0305735605056160 Publisher: SAGE Publications Ltd.

[19] Guy Hoffman. 2019. Evaluating fluency in human–robot collaboration. IEEE
Transactions on Human-Machine Systems 49, 3 (2019), 209–218. Publisher: IEEE.

[20] Petr Janata, Stefan T. Tomic, and Sonja K. Rakowski. 2007. Characterisation
of music-evoked autobiographical memories. Memory 15, 8 (Nov. 2007), 845–
860. https://doi.org/10.1080/09658210701734593 Publisher: Routledge _eprint:
https://doi.org/10.1080/09658210701734593.

[21] S. Kiesler. 2005. Fostering common ground in human-robot interaction. IEEE,
Nashville, TN, USA, 729–734. https://doi.org/10.1109/ROMAN.2005.1513866

[22] Kyveli Kompatsiari, Vadim Tikhanoff, Francesca Ciardo, Giorgio Metta, and
Agnieszka Wykowska. 2017. The Importance of Mutual Gaze in Human-Robot

Interaction. In Social Robotics (Lecture Notes in Computer Science), Abderrahmane
Kheddar, Eiichi Yoshida, Shuzhi Sam Ge, Kenji Suzuki, John-John Cabibihan,
Friederike Eyssel, and Hongsheng He (Eds.). Springer International Publishing,
Cham, 443–452. https://doi.org/10.1007/978-3-319-70022-9_44

[23] Minae Kwon, Malte F. Jung, and Ross A. Knepper. 2016. Human expectations
of social robots. In 2016 11th ACM/IEEE International Conference on Human-
Robot Interaction (HRI). 463–464. https://doi.org/10.1109/HRI.2016.7451807 ISSN:
2167-2148.

[24] Ning Li, Murray R. Barrick, Ryan D. Zimmerman, and Dan S. Chiaburu. 2014.
Retaining the Productive Employee: The Role of Personality. Academy of Man-
agement Annals 8, 1 (Jan. 2014), 347–395. https://doi.org/10.5465/19416520.2014.
890368 Publisher: Academy of Management.

[25] Eleanor Loiacono, Derek Carey, Alexander Misch, Anthony Spencer, and Richard
Speranza. 2012. Personality Impacts on Self-disclosure Behavior on Social Net-
working Sites. AMCIS 2012 Proceedings (July 2012). https://aisel.aisnet.org/
amcis2012/proceedings/HCIStudies/6

[26] Anouk Neerincx, Chantal Edens, Frank Broz, Yanzhe Li, and Mark Neerincx.
2022. Self-Disclosure to a Robot "In-the-Wild": Category, Human Personality and
Robot Identity. In 2022 31st IEEE International Conference on Robot and Human
Interactive Communication (RO-MAN). 584–591. https://doi.org/10.1109/RO-
MAN53752.2022.9900566 ISSN: 1944-9437.

[27] Michaela Pfadenhauer and Christoph Dukat. 2015. Robot Caregiver or Robot-
Supported Caregiving? International Journal of Social Robotics 7, 3 (2015), 393–406.
https://doi.org/10.1007/s12369-015-0284-0 Publisher: Springer.

[28] Pascale Piolino, Béatrice Desgranges, David Clarys, Bérengère Guillery-Girard,
Laurence Taconnat, Michel Isingrini, and Francis Eustache. 2006. Autobiographi-
cal memory, autonoetic consciousness, and self-perspective in aging. Psychology
and Aging 21, 3 (2006), 510–525. https://doi.org/10.1037/0882-7974.21.3.510 Place:
US Publisher: American Psychological Association.

[29] Nina Rothstein, John Kounios, Hasan Ayaz, and Ewart J. Visser. 2020. Assessment
of Human-Likeness and Anthropomorphism of Robots: A Literature Review.
In Advances in neuroergonomics and cognitive engineering. Proceedings of the
AHFE 2020 Virtual Conferences on Neuroergonomics and Cognitive Engineering,
and Industrial Cognitive Ergonomics and Engineering Psychology, July 16-20, 2020,
USA / Hasan Ayaz, Umer Asgher, editors, Hasan Ayaz and Umer Asgher (Eds.).
Advances in Intelligent Systems and Computing, Vol. 1201. Springer, Cham,
190–196. https://doi.org/10.1007/978-3-030-51041-1_26

[30] Maha Salem, Gabriella Lakatos, Farshid Amirabdollahian, and Kerstin Dauten-
hahn. 2015. Would You Trust a (Faulty) Robot? Effects of Error, Task Type
and Personality on Human-Robot Cooperation and Trust. In Proceedings of the
Tenth Annual ACM/IEEE International Conference on Human-Robot Interaction
(HRI ’15). Association for Computing Machinery, New York, NY, USA, 141–148.
https://doi.org/10.1145/2696454.2696497

[31] Maha Salem, Katharina Rohlfing, Stefan Kopp, and Frank Joublin. 2011. A friendly
gesture: Investigating the effect of multimodal robot behavior in human-robot
interaction. In 2011 RO-MAN. 247–252. https://doi.org/10.1109/ROMAN.2011.
6005285 ISSN: 1944-9437.

[32] Aparna Sharma, Yash Rathi, Vibhor Patni, and Deepak Kumar Sinha. 2021. A
systematic review of assistance robots for elderly care. IEEE, Mumbai, India, 1–6.
https://doi.org/10.1109/ICCICT50803.2021.9510142

[33] Softbank. 2022. Pepper the humanoid and programmable robot | SoftBank Robot-
ics. https://www.softbankrobotics.com/emea/en/pepper

[34] Michael L. Walters, Dag S. Syrdal, Kerstin Dautenhahn, René te Boekhorst,
and Kheng Lee Koay. 2008. Avoiding the uncanny valley: robot appearance,
personality and consistency of behavior in an attention-seeking home sce-
nario for a robot companion. Autonomous Robots 24, 2 (Feb. 2008), 159–178.
https://doi.org/10.1007/s10514-007-9058-3

[35] M. L. Walters, D. S. Syrdal, K. L. Koay, K. Dautenhahn, and R. te Boekhorst.
2008. Human approach distances to a mechanical-looking robot with different
robot voice styles. In RO-MAN 2008 - The 17th IEEE International Symposium on
Robot and Human Interactive Communication. 707–712. https://doi.org/10.1109/
ROMAN.2008.4600750 ISSN: 1944-9437.

[36] Katie Winkle, Praminda Caleb-Solly, Ute Leonards, Ailie Turton, and Paul
Bremner. 2021. Assessing and Addressing Ethical Risk from Anthropomor-
phism and Deception in Socially Assistive Robots. In Proceedings of the 2021
ACM/IEEE International Conference on Human-Robot Interaction (HRI ’21). As-
sociation for Computing Machinery, New York, NY, USA, 101–109. https:
//doi.org/10.1145/3434073.3444666

171

https://doi.org/10.13140/RG.2.2.16853.86243
https://doi.org/10.18356/9789210051934
https://doi.org/10.1007/978-3-030-34770-3_28
https://doi.org/10.1080/09658211.2015.1061012
https://doi.org/10.1007/978-3-319-47437-3_81
https://doi.org/10.7275/bj1p-ts64
https://doi.org/10.1016/S0921-8890(02)00374-3
https://doi.org/10.1016/S0921-8890(02)00374-3
https://doi.org/10.1016/j.concog.2011.12.005
https://doi.org/10.1016/j.concog.2011.12.005
https://doi.org/10.1093/chemse/bjx064
https://doi.org/10.3233/JAD-151122
https://doi.org/10.5840/techne20191120104
https://doi.org/10.1109/ROMAN.2003.1251796
https://doi.org/10.1016/S0092-6566(03)00046-1
https://doi.org/10.5465/ambpp.2008.33640695
https://doi.org/10.1037/10910-000
https://www.bbc.com/news/education-38770516
https://doi.org/10.1177/0305735605056160
https://doi.org/10.1080/09658210701734593
https://doi.org/10.1109/ROMAN.2005.1513866
https://doi.org/10.1007/978-3-319-70022-9_44
https://doi.org/10.1109/HRI.2016.7451807
https://doi.org/10.5465/19416520.2014.890368
https://doi.org/10.5465/19416520.2014.890368
https://aisel.aisnet.org/amcis2012/proceedings/HCIStudies/6
https://aisel.aisnet.org/amcis2012/proceedings/HCIStudies/6
https://doi.org/10.1109/RO-MAN53752.2022.9900566
https://doi.org/10.1109/RO-MAN53752.2022.9900566
https://doi.org/10.1007/s12369-015-0284-0
https://doi.org/10.1037/0882-7974.21.3.510
https://doi.org/10.1007/978-3-030-51041-1_26
https://doi.org/10.1145/2696454.2696497
https://doi.org/10.1109/ROMAN.2011.6005285
https://doi.org/10.1109/ROMAN.2011.6005285
https://doi.org/10.1109/ICCICT50803.2021.9510142
https://www.softbankrobotics.com/emea/en/pepper
https://doi.org/10.1007/s10514-007-9058-3
https://doi.org/10.1109/ROMAN.2008.4600750
https://doi.org/10.1109/ROMAN.2008.4600750
https://doi.org/10.1145/3434073.3444666
https://doi.org/10.1145/3434073.3444666

	Abstract
	1 introduction
	2 Robot Design
	2.1 Appearance
	2.2 Behaviour
	2.3 Voice
	2.4 Dialogue

	3 Evaluation Method
	3.1 Participants
	3.2 Procedure
	3.3 Measures

	4 results
	4.1 Video observations
	4.2 Questionnaire

	5 Conclusion and future work
	References



