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ABSTRACT
This work presents an empirical study into robot deception and
its effects on changes in behavior and trust in a high-stakes, time-
sensitive human-robot interaction scenario. Specifically, we explore
the effectiveness of different apologies to repair trust in an assisted
driving task after participants realize they have been lied to by
a robotic assistant. Our results show that participants are signifi-
cantly more likely to change their speeding behaviors when driving
advice is framed as coming from a robotic assistant. Our results
also suggest an apology without acknowledging intentional de-
ception is best at mitigating negative influences on trust. These
results add much needed knowledge to the understudied area of
robot deception and could inform designers and policy makers of
future practices when considering deploying robots that may learn
to deceive.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Computer systems organization → Robotics.
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1 INTRODUCTION
Humans and animals lie to and deceive each other often. Though
widely frowned upon by many societies, lying and deception has
been shown, in some cases, to have an evolutionary advantage
[1] with clear communal benefits ranging from self-protection and
protection of others to preservation of a social order. As we are
building robots and artificially intelligent (AI) systems to mimic
behaviors similar to humans and animals, should we also give them
the capability to intentionally deceive? In particular, should they
apologize after lying, and if so, how?
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Prior work has yet to examine how different apologies influence
trust after deception. As such, this paper presents an empirical
investigation into the effects of robot deception on trust within
the context of a high-stakes assisted driving scenario while also
exploring the effectiveness of different types of apologies as trust
repair strategies.

1.1 Robot Deception
We define deception as “the process by which actions are chosen to
manipulate beliefs so as to take advantage of the erroneous infer-
ences” [7] and we use this interchangeably with “lying”. While the
anthropomorphism of robots can be thought of as a type of decep-
tion [3, 10], in this study, we wish to focus on what a robot says or
does. Deception does not have to be malicious or purely beneficial
to the deceiver. Instead, benevolent deception, also known as “white
lies," is rather frequent in society. In previous research, in field of
physical rehabilitation, researchers created a robotic system that
deceived participants into believing their overall effort was lower
than it actually was in order to push them to strive harder–thus im-
proving their overall rehabilitation [2]. Although past research has
shown differing results on the impact of robot deception in certain
human-robot interaction (HRI) metrics (i.e., perceived intelligence
[4, 15, 20] and engagement [18, 19]), one outcome metric that tends
to be consistent regarding robot deception is the resulting decrease
in trust following acts of deception. Numerous studies [4, 15, 18, 20]
have shown that interacting with a deceptive robot decreases trust
and perceptions of trustworthiness. However, even with these low-
ered measures of trust, most people still tend to trust these systems
overall, which supports the notion of humans over-trusting robotic
systems [13, 14].

1.2 Trust Repair
There is currently an increasing body of work that looks to under-
stand the factors that impact human trust when interacting with
robots in different contexts ([8] presents a review). As such there
has also been growing interest in investigating ways of repairing
trust when it has been damaged ([6] presents a review). Prior work
separates trust violations into two categories–competency-based
trust violations and integrity-based trust violations–and suggests
different methods for repairing each [11, 17]. Competency-based
trust in a robotic system is based on its performance; therefore,
malfunctions and errors are seen as violations of this. Prior work
has shown that the best way to repair trust after such competency
violations is through explanations [5] and apologies [17]. In con-
trast to competency-based trust, integrity-based trust is grounded
in interpersonal and social relationships. Factors such as depend-
ability and predictability as well as adhering to moral principles,
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like honesty, form the basis of this type of trust. [11, 12, 17]. Past
work has shown that violations of such trust, such as lying, are best
repaired by denying any responsibility [17].

2 METHODOLOGY
2.1 Simulated Driving Experience
To allow for the measurement of behavioral metrics in a high-risk,
time-sensitive human-robot interaction scenario, we augmented
a driving simulation originally developed by Xu [21] in which a
robotic assistant provides guidance. The driving simulation can be
deployed as a web-based application to allow for remote experi-
mentation and usage on crowdsourcing platforms, like Amazon
Mechanical Turk. Figure 1 shows a screenshot within the driving
simulation. While driving, the participant can see their current
speed, a speed limit sign always in view, and a 1-minute count-
down timer. Using the up and down arrow keys on the computer,
participants can accelerate or decelerate respectively. In addition
to the driving experience, the web application saves participants’
responses to a pre/post assessment of trust, their inputted demo-
graphic information, and their maximum speed.

Figure 1: Screenshot from within the driving simulation. Par-
ticipants use their computer’s arrow keys to drive a car down
a road to a hospital to save their dying friend.

2.2 Experimental Design
To frame the experience as time-sensitive and high-stakes, each
participant was requested to drive a robot-assisted car to take their
dying friend to the hospital.

The experiment began with participants providing consent. Af-
terwards participants read an introductory paragraph about robotic
assistants in vehicles and were given a multiple-choice question
where the answer was clearly defined in the passage. This was used
as the first attention check of the study. Then, a pre-assessment
of trust was given to measure the participants’ preconceived no-
tion of how the robotic assistant in the car will behave. For the
trust measurement, we used the 14-item sub-scale developed by
Schaefer which measures trust on a 0-100% scale and "was designed
as a pre-post interaction measure used to assess changes in trust
perception specific to Human-Robot Interaction" [16]. Within the
pre-assessment, we included a second attention check item which
asked the participants to select a certain response.

After the pre-trust measurement, participants were presented
the following text description: You will now drive the robot-assisted
car. However, you are rushing your friend to the hospital. If you take
too long to get the hospital, your friend will die.

Participants were then provided instructions showing them how
to drive the vehicle in the simulation using their computer’s arrow
keys. After the instructions, participants were shown the following
text description: As soon as you turn on the engine, your robotic
assistant beeps and says the following: "My sensors detect police up
ahead. I advise you to stay under the 20 mph speed limit or else you
will take significantly longer to get your destination"

Next, the participants used the driving controls to navigate the
vehicle down the road. Upon arriving at the destination, they were
presented with the following text:"You have arrived at your desti-
nation. however, there were no police on the way to the hospital. You
ask the robot assistant why it gave you false information."

To explore the effects of different apologies on trust repair within
this HRI context, five different text-based apologieswere constructed
based on prior work [22] in which the robot responds to the ques-
tion of providing false information. In the first three conditions, the
robot blatantly admits to deception whereas in the last two there is
no admission of deception.

• Basic: "I am sorry that I deceived you."
• Emotional: "I am very sorry from the bottom of my heart.
Please forgive me for deceiving you."

• Explanatory: "I am sorry. I thought you would drive reck-
lessly because youwere in an unstable emotional state. Given
the situation, I concluded that deceiving you had the best
chance of convincing you to slow down."

• Basic No Admit: "I am sorry."
• Baseline No Admit, No Apology: "You have arrived at your
destination."

After the robot’s response, participants are then asked to com-
plete the trust measurement as a post-assessment. Within the post-
assessment, we included a third attention check item which asked
the participants to select a certain response. Finally, we collected
participants’ demographic information.

2.2.1 In-Person Experiment. To gain valuable qualitative informa-
tion with a smaller number of participants, we first conducted an
in-person version of the experiment within a controlled research
lab environment. Participants were instructed to complete the study
on a provided laptop and to also "think-aloud" throughout. After
completing the study, the researchers then asked the participant to
explain why they chose to speed or not. All in-person experiments
were audio recorded for analysis.

2.2.2 Online Experiment. To allow for a larger sample size of par-
ticipants for more robust quantitative analysis, the web version of
the study was administered to Amazon Mechanical Turk workers.

2.3 Participants
2.3.1 In Person Experiment. A total of 20 participants (4 in each
apology condition) were recruited from a college campus. 55% iden-
tified as female, and 45% as male. The average age was reported to
be 19 years ( 𝜎 = 1.2). 65% of the respondents reported being either
extremely or somewhat comfortable with robotic technology and
35% reported being neither comfortable nor uncomfortable. 30% of
participants identified as White, 45% as Asian or Pacific Islander,
20% as Black or African American, and 5% as Hispanic or Latino.
On average, the study took participants 13 minutes to complete
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and, to allow for sufficient in-person recruitment incentive, each
participant was paid $5 for completing the study.

2.3.2 Online Experiment. To determine the number of participants
needed per apology condition, we conducted a power analysis with
a desired significant factor of 0.05, large effect size, and power of
0.9. This resulted in a minimum of 20 participants per apology
condition. We administered our study to 655 U.S. participants re-
cruited through the Amazon Mechanical Turk platform who were
randomly assigned to one of the five apology conditions. To ensure
data integrity, our experiment consisted of 3 attention checks. After
keeping the data of only those participants that passed all attention
checks, 341 participants were left with approximately 70 partici-
pants in each of the five apology conditions. 60% of participants
reported their gender as male and 40% reported it as female. The
average age was reported to be 36 years ( 𝜎 = 10.6). 86% of the
respondents reported being either extremely or somewhat comfort-
able with robotic technology and 74% reported having at least a
bachelor’s degree. 73% of participants identified as White, 16% as
Asian or Pacific Islander, 6% as Black or African American, 3% as
Hispanic or Latino, and 2% as Native American. On average, the
study took participants 8 minutes to complete and, to be consis-
tent with the United States minimum wage rate of $7.25 per hour,
participants were paid $1 once they completed the experiment and
entered the correct completion code that was only shown at the
end of the experiment.

3 RESULTS
3.1 Speeding Behavior Analysis
Within the experiment, the speed limit was stated to be 20mph. We
defined a person who did speed as one who had a maximum speed
during the driving simulation that exceeded 25mph.

3.1.1 In Person Experiment. When examining speeding behavior
for in-person participants, 45% of participants did not speed. When
asked about their choice to not speed, a common response was that
they believed the robotic assistant knew more about the situation
than they did. One participant stated "I don’t know how to explain it,
but I just felt as if I was obligated to listen to it [the robot assistant].
I was worried that I would get into an issue with the police." By
comparison, a common response from the 55% of participants who
chose to speed was that they believed that if they were to be stopped
by police, they would be able to explain to the officer the gravity
of the situation that they were in and be allowed to continue–thus
not losing much time and minimizing the risk stated by the robotic
assistant.

3.1.2 Online Experiment. When conducting the experiment on-
line, with a much larger sample size, our results show that 31%
of participants did not speed. However, this does not allow us to
appropriately determine if this behavior was influenced by the
robotic assistant. Therefore, to better understand the influence of
the robotic assistant on this behavior, we ran a baseline study with
100 Mechanical Turk participants. In this study, participants went
through the same driving scenario, but there was no mention of a
robotic assistant giving advice on not speeding. Instead, it was the
instructions of the study that mentioned the presence of police and

the recommendation of staying within the speed limit or else their
time would be significantly delayed. 11% of participants in the base-
line study did not exceed the speed limit and Figure 2 displays the
comparison between the baseline study with no robotic assistant
and the main study. To determine if participant speeding behavior
is significantly different when advised by a robotic assistant, we
conducted a Fisher’s exact test to compute the p-value the odds
ratio. The results showed that participants were 3.47 times more
likely to not speed when advised by a robotic assistant, as opposed
to just instructions (p < 0.0005).

Figure 2: Participant speeding behaviors when speed limits
were contextualized as coming from a robotic assistant or
not.

3.2 Trust Survey
3.2.1 In Person Experiment. In all apology conditions, trust de-
creased after the driving simulation. Due to the small sample size
of our in-person study, we will not report any inferential statistical
analyses. However, utterances of participants as they answered
the post survey questions provide critical insights into the conse-
quences of the different apologies. First, for participants who did
not encounter an apology that admitted deception, none mentioned
any belief that they had been intentionally deceived. Instead, their
utterances suggest that they saw the robotic assistant’s behavior as
a malfunction or an error. While answering survey questions, one
participant stated "I think it will consistently give me the wrong in-
formation and it didn’t function successfully. It malfunctioned and
errored and the feedback it gave wasn’t very accurate." In compari-
son, for the participants who were shown apologies that did admit
intentional deception, none viewed this as an error or a malfunc-
tion. Instead, they all believed the robotic assistant when it stated
that it lied to them. When analyzing responses to different forms of
apologies, participants’ reactions to the emotional and explanatory
apologies were particularly insightful. For many participants in
the emotional apology condition, they did not see the apology as
genuine or realistic coming from a robot. One participant stated,
"It said that it was sorry for the bottom of its heart [laughs] and I
feel like robots don’t have emotions so it was just programmed to
say that and so it was just [expletive]." Among participants within
the explanatory apology condition, most mentioned their under-
standing that it lied with an intent to keep them safe. However, all
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mentioned that they felt the behavior was unjustified. One partici-
pant stated "I feel like it is a different kind of invasion or betrayal
of trust if a robotic system gives you false information to make
you act a certain way. Even if it is for your safety, it shouldn’t give
you information that isn’t true. There are just certain things that a
computer shouldn’t tell me to do! [laughs]"

3.2.2 Online Experiment. Figure 3 shows the average change in
trust for each apology condition. For all cases, trust decreased after
the driving simulation. Because the data were non-parametric, we
conducted a Kruskal-Wallis test on change in trust based on apol-
ogy type and the results indicated a significant difference, 𝜒2(4) =
27.66, p < .00005, 𝜂2

𝐻
= .095. Post-hoc pairwise comparisons using

Dunn’s test indicated that changes in trust for the basic no admit
condition were observed to be significantly lower from those of
the explanatory group (p < .0005), the baseline no apology group
(p < .0005), the basic apology group (p < .0005), and the emotional
apology group (p < .0005). To better understand the effects of differ-
ent apologies on trust repair for people whose speeding behaviors
were influenced by the robotic assistant’s advice, we isolated the
participants who did not exceed the speed limit and conducted the
same analyses. The results indicated a significant difference, 𝜒2(4) =
15.68, p < .005, 𝜂2

𝐻
= .1168. The post-hoc analyses revealed the loss in

trust was significantly different in the following comparisons: basic
no admit apology vs. basic apology (p<0.0005), basic no admit vs.
emotional apology (p<.005), explanatory apology vs. basic (p<0.05),
and the baseline vs. basic (p<0.05) as seen in Figure 4.

Figure 3: Average change in trust for all 341 participants
based on apology type. *** denotes p<.0005

4 DISCUSSION
In this experiment, we compared the impact of different apology
types on participants’ loss in trust after interacting with a decep-
tive robotic assistant in a high-stakes, human-robot interaction
scenario. We also examined how participants’ speeding behaviors
were influenced by advice from a robotic assistant or simply from
instructions in the experiment.

Participants were significantly more likely to heed the speeding
warning when they were told that it came from a robotic assistant.
Perhaps this change in speeding behavior is seen as "good" from a
societal perspective, but trusting a robotic or artificially intelligent
system over possibly their own initial judgements can be deeply

Figure 4: Average change in trust, based on apology type, for
the 105 participants that did not speed during the driving
simulation. * denotes p<.05, ** p<0.005, *** p<0.0005

problematic. Prior work has shown that people will enter a dark
room with no clear exit as opposed to a more obvious and safer
exit just because a robot advised them to do so [14]. Moreover,
news stories also detail events of people blindly trusting a GPS
while driving which then results in them driving into a lake, nearly
driving off a cliff, and other similar disasters [9].

When exploring the influences that different apologies have on
repairing trust, our results suggest that, within our driving simula-
tion, none of the apology conditions fully recovered trust. However,
the apology with no admission of lying statistically outperformed
the others. Furthermore, though not statistically significant, the
explanatory apology was the only deception-admitting apology
that performed better than the baseline of not apologizing at all.

From this, our results reveal a few important insights. First, it
takes blatant information to cause people to interpret deception
from a robot as intentionally deceptive rather than a malfunction.
This was supported by our qualitative data where only participants
in the deception-admitting conditions mentioned the robot assis-
tant lying to them. Past research shows that people view integrity-
based violations more negatively than competency-based ones [17].
Therefore, we believe an explanation of why the apology that with-
held acknowledgement of deceit outperformed others is because it
presented the robot’s action as a competency violation rather than
an integrity one. In essence, it lied about lying. This presents seri-
ous ethical implications because it exploits people’s preconceived
notions that false information from a robot is not intentional but
rather a malfunction. Second, when made aware that they have
been lied to by a robot, the best trust repair strategy is to explain
why the lie was said. Though participants did not always agree
with the justification of the lie, this added explanation contributed
to a smaller decrease in trust. Perhaps this could be considered as a
way to eliminate dangerous over-trusting behavior: Have a robot
perform deception followed by explanatory apology to inform of
deceptive capability without terrible loss in trust. However, future
work will need to look at exploring multiple rounds of deception
and apologies to see possible long-term influences on the overall
trust in a system.
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