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ABSTRACT
Background and Context: Empirical researchers have a long-standing
tradition of explicitly discussing the threats to and limitations of
their research. In the past twenty years, these discussions emerged
as a standard component of empirical research papers in computing
education research (CER) as well.

Objective: Our goal was to find out how the CER community
talks about threats and limitations (which we refer to collectively
as “challenges”) and how they “respond” to these challenges.

Method: Our dataset included a total of 77 papers from four
venues: two CER journals, Computer Science Education (CSEJ) and
ACM Transactions of Computing Education (TOCE); one CER con-
ference, ACM Conference on International Computing Education
Research (ICER); and, for comparison, one mathematics-education
journal, The Journal for Research in Mathematics Education (JRME).
We analyzed the discussions of threats and limitations in these
papers using deductive codes drawn from the literature, while also
being open to new codes that emerged from the data. We took the
papers on their own terms, so where qualitative and quantitative
papers discuss challenges differently, we report on both.

Findings: We found that the majority of these papers—65 out of
77—did discuss challenges. Depending on the research methodology
employed, authors reported challenges that we could map to ei-
ther internal and external validity, construct validity, and statistical
conclusions or to trustworthiness criteria. Most of the challenges
related to study design, but some related to study implementation,
analysis, and interpretation of the results. Almost none of the chal-
lenges we found were unique to CER, but were also found in JRME.
Our contributions include describing the broad range of challenges
and responses that are discussed and connecting them to concrete
circumstances in CER. Finally, we find that threats are seen both as
important information about and as challenges to the study being
reported. The tension between these two perspectives is resolved
by including both, in patterns of challenge and response.

Implications: Most immediately, we hope that this paper will
broaden the perspective of those sitting down to write a threats
and limitations section. It may also be of use at the study-design
phase, since some of the challenges can be avoided with the benefit
of hindsight. And finally, we hope to start a conversation about the
challenges to our research: which can be mitigated, when (and how)
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a convincing argument can be made that an apparent challenge is
not a problem, and which challenges might warrant serious revi-
sions before submission (by the author) or rejection (by reviewers).
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1 INTRODUCTION
Twenty years ago, it was hard to find a discussion of threats and
limitations in a computing education paper. TOCE did not exist in
its current form; ICER did not hold its first conference until 2005;
LaTiCE and CompEd are even newer. A search of the SIGCSE Sym-
posium, ITiCSE, and Computer Science Education for 20031 retrieved
a total of two papers [39, 42] that discussed threats and limitations.
As a community, we discussed reliable software systems, security
threats, stereotype threats, and the validity of tokens, keys, software,
addresses, XML documents, loop invariants, and Java expressions,
but not the validity of our research in computing education. This
was in sharp contrast to established practice in, e.g., medical re-
search where discussing limitations of study designs and empirical
result can have life-saving effects—see, e.g., [23, 63] for editorial
comments on this issue. While one might argue that CER impacts
people in a different way than medical research, research designs in
any discipline can lead to biased, unjust, or non-reproducible results
and thus it is of utmost importance to clearly indicate possible limi-
tations and threats such that reviewers and readers can decide to
which extent results can be trusted and possibly applied in different
contexts. In consequence, discussing threats and limitations has
become common in empirical computing education papers as well.

In this paper, we investigate what discussions of threats and
limitations in the CER literature actually say. In doing so, we con-
duct a methodological review in which, according to Randolph “a
content analysis approach is used to analyze the research practices
reported in a body of academic articles [and which thus] differ[s]
1For the papers in the ACM DL, we used AllField:(threat∗ OR limit∗ OR valid∗
OR reliab∗ OR trust∗) and the venue’s DOI as the search term. This resulted in 98
papers which, together with all 17 papers published in Computer Science Education
that year, we then inspected manually to exclude false positives that discussed, e.g.,
teaching interventions or curricula related to reliable networks or security threats.
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from meta-analyses in that research practices, rather than research
outcomes, are emphasized” [65, p. 1]. While not particularly wide-
spread, methodological reviews have been conducted in Computing
Education Research, e.g., on researchmethods [65], the use of visual-
izations [74], the use of inferential statistics [72], and the collection
and use of demographics [51, 58].

Our analysis includes both quantitative papers and qualitative
papers. Aswe discuss inmore detail in Section 2, the two approaches
have different underlying philosophies that are reflected in different
terminology: internal and external validity on the one hand, for
example, and trustworthiness, credibility, and transferability on the
other. For short, we call any threat to any of these a “challenge”.

In our dataset, we found various ways of naming sections that
discuss such challenges. Acknowledging “Threats and limitations”
as a widely-used term, we, for brevity, refer to the part of a paper
discussing any such challenges (whether in a named section or not),
as a “threats section”.

We approach this investigation from two different angles, cor-
responding to two different perspectives on a threats section. The
first perspective, based in the literature, is that a threats section’s
purpose is to guide the reader in interpreting, applying, or extend-
ing the study described in the paper. As Fincher and Petre note,
“With so many vectors of bias and threats to validity, vigilance is a
constant necessity. But so is honesty ... [so that] evidence is exposed
to scrutiny, to test and possible falsification” [18, p.74].

The first perspective (honest reporting) is evident in our data,
but so is a second one. The second view sees the threats section as a
dialogue between the researchers and some hypothetical challenger,
perhaps someone posing a question when the work is presented,
perhaps a reviewer, perhaps a reader. Thus, challenges are not just
described; frequently they are accompanied by one or more re-
sponses. We will follow these two perspectives—the threats section
as information for the readers and as a defense of the study being
presented—throughout the paper.

We break down our over-arching research question, “How do
computing education researchers talk about threats and limita-
tions?” into the following two research questions:

RQ1 What challenges are raised in the computing education re-
search literature?

RQ2 What responses are made, and how do authors relate these
to challenges?

2 BACKGROUND
The notion of “validity” is frequently associated with the interpre-
tation and use of test scores as set forth in Kane’s work [33, 34]. In
consequence, much of the work dealing with validity has focused
on positivist, quantitative approaches and theories, but as we will
outline below, qualitative methodologists have developed notions
that resemble some aspects of validity. For a more detailed account
of the history of theories and stances relative to validity and vali-
dation, which is beyond the scope of this paper, we refer the reader
to the introductory chapter of Taylor’s book [76].

Traditionally, clinical research has emphasized methodological
rigor, including dealing with aspects of validity. In fact, Hulley
et al. [30] use the process of making inferences from the actual
subjects in a clinical study to the intended study sample and—via

the accessible population—to the target population as a running
example to guide the reader through all aspects of designing, exe-
cuting, and evaluating a clinical study. In their wording, “validity
resembles accuracy” but also adds “a qualitative dimension to con-
sidering how well a measurement represents the phenomena of
interest” [30, p. 38]. They concede that not every phenomenon may
be assessed relative to a ground truth or “gold standard” as some
phenomena may be abstract or subjective “such as pain or quality
of life” [30, p. 39].

The classical distinction between internal and external validity
dates back to Campbell and Stanley [8], who define “internal va-
lidity” as “the basic minimum without which any experiment is
uninterpretable” [8, p. 5] and “external validity” to be the degree to
which an observed effect can be generalized to other “populations,
settings, treatment variables, and measurement variables” [8, p. 5].

In her textbook on validity and validation in quantitative work,
Taylor presents a sequence of research designs each of which is
geared towards mitigating a certain threat to internal validity [76,
Ch. 2]. Using this progression, she demonstrates that it is hard, if
not impossible, to address all conceivable threats to internal validity.
Instead, authors are obliged to present their results in a way that
allows the readers to assess to which extent the results are plausible,
generalizable, or both. Hulley et al. [30] concede that even for well-
funded large-scale studies, there is always a trade-off between the
degree of internal and external validity of a study and its feasibility.

On the surface, quantitative and qualitative research are sim-
ilar: both pose questions, gather data, and report findings. Their
underlying philosophies are quite different, however. As summa-
rized by Lincoln and Guba, quantitative researchers, taking a pos-
itivist stance, assume that there is “a single, tangible reality ‘out
there’ ” and that “inquiry can converge on that reality”; qualitative
researchers, taking an interpretivist or naturalist point of view, as-
sume that there are “multiple constructed realities.” Quantitative
researchers assume that “[T]he inquirer and the objective of in-
quiry are independent”, while qualitative researchers assume that
“[T]he inquirer and the “object” of inquiry interact and influence
one another” [44, p. 37].

These differences play out in the way research is conducted.
Differences relevant to our discussion of threats and limitations
include, for example, qualitative researchers’ preference for purpo-
sive sampling—“a sampling method that focuses on very specific
characteristics of the units or individuals chosen” [2]—over random
sampling and their assumption that “the extent to which ... findings
may be applicable elsewhere depend on the empirical similarity of
sending and receiving contexts” [44, pp. 40–42].

As a result, different criteria for trustworthiness have emerged in
some lines of qualitative research. Lincoln and Guba align “credibil-
ity” with internal validity and “transferability”—the ability to apply
qualitative results in a new situation—with external validity. A chal-
lenge to credibility can be countered by such factors as lengthy and
detailed observation, use of multiple data sources, and member-
checking (testing the conclusions with the participants from whom
the data were originally gathered), among others. Transferability is
ensured by “providing sufficient descriptive detail” of the setting,
researchers, participants, and analysis, because “the burden of proof
lies less with the original investigator than with the person seeking
to make an application elsewhere. The original inquirer cannot
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know the sites to which transferability might be sought, but the
appliers can and do.” [44, p. 298].

In summary, validity in quantitative research is often concerned
with claims based on available evidence [76], whereas qualitative
research approaches validity with a focus on a rich, detailed de-
scription of the setting, the researchers, the participants, the data
gathered, the meaning of the data to the participants, and the anal-
ysis [49]. Nonetheless, researchers taking both approaches share
the aim of convincing the reader of the rigor with which research
results have been obtained and of the results’ consistency with
established frameworks or—where applicable—theories.

3 RELATEDWORK
Within computing education research, the importance of discussing
threats and limitations is discussed in the two handbooks on Com-
puting Education Research [18, 35] and in Randolph’s doctoral
research [65, 66]. Outside of computing education research, there
are papers that, like this one, identify a dataset of empirical papers
and analyze how threats to validity are reported in those papers. In
the remainder of this section, we first discuss work from empiri-
cal software engineering and second, some papers from outside of
computer science.

3.1 Empirical software engineering
Feldt and Magazinius [17] published an overview of threats in
empirical software-engineering papers. The Feldt and Magazinius
paper looks at full research papers, both qualitative and quantitative,
from a single year. Its dataset is drawn from a single “state-of-the-
art” venue that the authors “expected to have higher expectations,
standards, and experience of empirical research” [17, p. 375].

Feldt and Magazinius deductively classify threats into seven
categories drawn from the literature on both quantitative and qual-
itative research: internal validity, construct validity, conclusion
validity, external validity/ transferability, credibility, dependability,
and confirmability. Only one type of response is considered, “a
specific choice or action used to increase validity by addressing
a specific threat” (called a “mitigation strategy”) [17, p. 374]. The
mitigation strategies are classified according to the phase of the
study they affect: design, data-collection, or analysis. In addition,
“future work” is considered as a phase and used to classify those
mitigations that are only mentioned as possible future strategies.
Results include the total numbers of threats and mitigation strate-
gies found, with averages per paper, but not mitigations per threat
type. Finally, Feldt and Magazinius report that the standard ter-
minology they used in classifying threats was rarely used by the
authors in the dataset.

Sjøberg et al. [75] examine threats to validity (among other top-
ics) in a more specific domain: quantitative controlled experiments
in which individuals or teams performed one or more software
engineering tasks. Like Feldt and Magazinius, they use deductive
content analysis to determine which of the papers in their dataset
discuss threats and then to classify those threats, but with different
categories. Instead of Feldt and Magazinius’s seven categories, they
look only at two: internal and external validity. These in turn are
broken down into intermediate-level categories (some of which
might elsewhere be counted as “conclusion validity” or “construct

validity”). Internal validity threats are classified as selection, history,
maturation, regression, attrition, testing, or instrumentation, and
external validity threats are classified as threats to subject, task,
environment, and/or treatment.

Like Feldt and Magazinius, Sjøberg et al. consider responses
that “reduced” or “eliminated” a threat, here referred to as “control
actions”. Unlike Feldt and Magazinius, Sjøberg et al. do not con-
sider the phase of the study in which mitigations or threats occur.
Overall, they conclude that “A major finding is that the reporting
[of threats to validity] is vague and unsystematic. The community
needs guidelines [. . . ].” [75, p. 749].

Neto and Conte [56] present a secondary analysis of quantitative
controlled studies, based on a dataset drawn from major software
engineering journals. Like Feldt and Magazinius and Sjøberg et al.,
Neto and Conte use deductive content analysis to classify threats, in
this case using Feldt and Magazinius’s four quantitative categories:
internal validity, external validity, construct validity, and statistical
conclusion validity. Like the two earlier papers, this one reports
counts of threats and “actions to address threats”, but the actions are
not characterized or associated with threats or study phase. Instead,
the discussion focuses on a flowchart-like model that would capture
how actions mitigating one threat can lead to another.

Lenarduzzi et al.’s paper [40], which examines threats due to
participant selection, illustrates the potential value of focusing
on a specific source of threats. Their dataset is very broad, being
derived, not from selected journals and conferences, as in the earlier
studies, but from searches of the ACM Digital Library, IEEEXplore
Digital Library, Science Direct, Scopus, Google Scholar, CiteSeer
library, Inspec, and SpringerLink. The analysis, on the other hand,
focuses on two specific questions: how participants were selected
and whether any threats were mentioned in relation to participant
selection. Despite the use of convenience samples in at least 90 of
the 118 papers (the others did not report how their participants
were selected), only 50 of the 118 papers reported threats related to
participant selection, and none suggested any mitigation strategies.
To put this in context, and as a basis for recommendations, the
paper draws on the literature on threats to convenience samples
and possible mitigation strategies.

Ampatzoglou et al. [3] report on an analysis of threats to sec-
ondary studies—studies where the dataset consists of published
papers—in empirical software engineering. Like Feldt and Mag-
azinius, Sjøberg et al., and Neto and Conte, they restricted their
dataset to major software-engineering venues. Unlike the earlier
papers, however, its analysis is inductive. Based on that analysis, it
reports concrete threats to this particular type of study, along with
concrete mitigation actions associated with each threat, and devel-
ops a checklist for use by study designers, authors, and reviewers.

3.2 Papers from other non-CER disciplines
A number of studies from other disciplines have used journal arti-
cles as data in examining limitations.

Ioannidis [31] examined a set of 400 articles, 50 from each of
eight highly-cited scientific journals, and checked to see whether
they mentioned anything about limitations. His approach was to
search for keywords in the text, using forms of the words limitation,
caveat, caution, shortcoming, drawback, and weakness, and then
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verify whether the found word had anything to do with limitations
of the current work, as opposed to other uses of the word or a
reference to a limitation in previous work. He found that limitations
of current work was rarely present. Limitation/caveat/caution only
showed up in the context of current work in 67 (17%) of the papers;
Shortcoming or drawback showed up in the context of current work
in only 2 papers, and weakness only showed up once. It should be
noted that if an author used the term “Threats to validity” it would
not have been found.

Brutus et al. [7] looked at the limitations and future work re-
ported by authors in four management journals; 1267 papers from
the years 1982, 1987, 1992, 1997, 2002, and 2007. They extracted each
limitation and reference to future work, then categorized them by
limitation type: internal validity, external validity, construct validity,
statistical conclusion validity, or issues with theory. They further
categorized each paper by management subarea and methodologi-
cal choices (Study setting, Design type, Temporal perspective, and
Data analysis). They found that most articles (62.5%) mentioned
at least one limitation, most articles (64.4%) had at least one direc-
tion for future work, and that both of these percentages increased
over time. Internal and External validity were the most common
limitations reported.

Wang et al. [79] examined 81 observational (cohort or case-
control) studies with clinical outcomes in six of the most pres-
tigious medical journals; their data items included the articles, their
abstracts, plus accompanying journal editorials, journal press re-
leases, and news stories referring to these articles. Their focus was
on causality limitations: whether they were present, and whether
they were accompanied by a disclaimer, “a statement that under-
mines or downplays the limitation” [79, p. 1571]. Their key findings
were that the number of sources that reported a causality limitation
(inherent in cohort and case-control studies) was quite low: 22% of
the studies mentioned this limitation in either the paper, its abstract,
the accompanying journal editorial, or a journal press release, and
this limitation was only reported in 10% of the news stories covering
these studies. Moreover, 45% of these reported causality limitations
were accompanied by a disclaimer. The authors suggest that the
danger of under-reporting these limitations is that readers think the
results indicate causal relationships, “promoting health practices
based on evidence of modest quality. Up to 50% of such practices
prove ineffective when tested in randomized clinical trials” [79,
p. 1572].

Price et al. [62] looked at a particular limitation, low survey
response rate, by examining all articles in seven general health edu-
cation journals from 1990-2002 that used mail surveys and reported
their response rates. They found that the average response rates
at the the different journals ranged from 59.3% to 71.6%, that the
percentage of papers with response rates less than 50% (by journal)
ranged from 9.9% to 26.4%. They argue that because of the poten-
tial non-response bias, no articles with less than a 60% return rate
should be published.

A number of authors published papers that support the reporting
of limitations. Ross and Zaidi [67] explain the importance of and
goals behind describing limitations and why some authors might
fail to include them. They also present a guide to reporting limi-
tations, which states that “The presentation of limitations should
describe the potential limitations, explain the implication of the

limitations, provide possible alternative approaches, and describe
steps taken to mitigate the limitations” [67, p. 261]. They provide
examples of specific threats organized by phase of the study (study
design, data collection, data analysis), and related to either internal
or external validity. In addition, there have been editorials sup-
porting the reporting of limitations in a number of disciplines, for
example Puhan et al. [64] in medicine, Price and Murnan [63] in
health education, and Greener [23] in learning technology as well
as domain-specific guidelines for discussing threats and limitations
in, e.g., health education [29, 45] and pediatric psychology [14].

4 METHODS
We focus on challenges that are explicitly identified as such by
the authors. Unlike Lenarduzzi et al. [40], discussed in Section 3,
we do not attempt to infer challenges from papers’ descriptions of
their studies. For example, in quantitative papers, the discussion of
statistical methods, usually contained in a separate Methods section,
could be considered as an implicit response to a threat to Taylor’s
“validity of statistical conclusions”. Similarly, such aMethods section
would argue forwhy instruments used formeasuring a construct are
actually well-suited to do so—thus addressing Taylor’s “construct-
related evidence for validity”, and the “thick descriptions” of context
and methods emphasized in qualitative papers address an implicit
threat to credibility and trustworthiness. That said, the heart of
our analysis is not compiling a complete list of the threats to each
study, but the discussion of challenges and responses.

As researchers, we have been active in Computing Education
Research for well over a decade each, working with both qualitative
and quantitative methods. Having read many threats sections (and
written some) gave us a broad perspective. At the same time, to min-
imize bias, we were careful to anonymize the segments extracted
from the data (see below), and in coding and interpreting those
extracts, we constantly reminded ourselves that the purpose of our
work was not to re-review the papers, but to answer our research
question, namely how computing education researchers talk about
threats and limitations.

4.1 Data sources
Our dataset is a purposive sample, with the goal of identifying
papers that were likely to address threats and limitations. Thus,
the dataset is drawn from four research-oriented venues: Computer
Science Education (CSEJ) and ACM Transactions on Computing Ed-
ucation (TOCE) represent the CER journals, the ACM Conference
on International Computing Education Research (ICER), the CER
conferences2, and the Journal on Research in Mathematics Education
(JRME), a top-ranked journal on mathematics education, is included
for comparison.

2While the ACM Technical Symposium on Computer Science Education and the ACM
Conference on Innovation and Technology in Computer Science Educational also list
“Threats to Validity and Limitations” as part of their reviewing rubric for papers in the
Computing Education Research track (see, https://sigcse2023.sigcse.org/track/sigcse-
ts-2023-papers#Instructions-for-Reviewers, https://iticse.acm.org/2023/paper-review-
process/), the papers in these venues are not classified by the track they were submitted
to. Including SIGCSE TS or ITiCSE papers thus would have confounded the sample as
papers from the Experience Reports and Tools tracks inadvertently might have been
included or papers from the Computing Education Research tracks might have been
overlooked.

384

https://sigcse2023.sigcse.org/track/sigcse-ts-2023-papers#Instructions-for-Reviewers
https://sigcse2023.sigcse.org/track/sigcse-ts-2023-papers#Instructions-for-Reviewers
https://iticse.acm.org/2023/paper-review-process/
https://iticse.acm.org/2023/paper-review-process/


How Do Computing Education Researchers Talk About Threats and Limitations? ICER ’23 V1, August 07–11, 2023, Chicago, IL, USA

The resulting dataset includes a total of 77 papers. For ICER,
we included all 30 full-length research papers from 2021 (from the
August 2021 conference, the most recent at the time we began our
analysis). For a comparable time period, we examined the journals
from September 1, 2020 to August 31, 2021 (excluding special issues).
The rationale for excluding special issues was to prevent our sample
from being biased towards methods (and threats) specific to the
topic of such a special issue. As a result, we included all 15 research
papers for JRME and all 16 research papers outside of special issues
for CSEJ. To roughly equalize the size of the sample from TOCE
with the other two journals, we took the 16 most recent papers
outside special issues (which meant the contents of the last two
issues before September 1, 2021). Papers from this dataset cited in
our paper are marked in the references section by an asterisk in
front of the first author’s first name.

In each paper, we looked for a separate (sub)section with a rele-
vant name, such as “Threats to validity”, “Limitations”, “Limitations
and future work”, or “Trustworthiness”. For those papers without
such a section, we searched the text of the papers on the terms
“threat∗”, “limit∗”, “valid∗”, “reliab∗” and “trust∗” and examined any
occurrences of those terms closely in context.

For each paper, we copied the relevant discussions into a single
text file. To minimize any bias that might occur if the authors and
their affiliations were readily available during analysis, each text
file was named using the corresponding paper’s DOI.

4.2 Analysis
We used MAXQDA to analyze and code the relevant discussions.
Our basic unit of analysis was a single sentence. The end of a unit
was indicated by the usual end-of-sentence punctuation, such as
periods, question marks, and exclamation points. In addition, as we
found that colons were sometimes followed by complete sentences
and semi-colons by incomplete ones, we decided to insert a line
(unit) break after each such punctuation mark that was followed
by a complete sentence, unless the semicolon separated numbered
items in a list (in this case, we inserted a break regardless of the
grammar).

After some exploratory analysis, we converged on two top-level
codes: “Challenge” and “Response”. The code “Challenge” covers
anything that might affect how the results presented in the paper
should be interpreted and applied (whether a limitation, a threat,
or a discussion of the trustworthiness of qualitative results). Since
we are primarily interested in how CER researchers talk about
threats and limitations, an item is not counted as a challenge unless
the authors explicitly identify it as such. For example, suppose the
authors state, “The data were analyzed by a single coder” in their
Methods section. If the authors did not describe it as a challenge,
we did not include it.

The code “Response” covers any answer to a challenge. Re-
sponses to the above challenge might include, for example, “We
provided the coders with extensive training”, or “Each piece of data
was analyzed by two different coders and the inter-rater-reliability
was 𝑥 , which is considered very good.” Again, we were only in-
terested in how the authors talked about their response, not its
quality.

Using the ICER papers as a pilot, we then coded each of the
units of analysis using the challenge and response top-level codes,
with all three researchers coding the papers individually. Aiming
at “illustrating points of tension and [. . . ] ultimately a stronger
codebook” [50, Sec. 5.2.3], we did two full comparisons (researcher
A to researcher B, then the merged file to researcher C), resolving
differences through discussion in which all three researchers par-
ticipated; as a result, we arrived at full agreement on all top-level
codes.

Next, we returned to an exploratory analysis, examining the
challenges to see if they fell into identifiable categories. For this
task, we used a combination of deductive and inductive analysis.
We looked at challenges identified in the literature, in particular
Taylor [76] for quantitative papers and Lincoln and Guba [44] and
Åkerlind [85] for qualitative work; we also noted challenges that
emerged inductively from the ICER data. The response codes were
developed inductively. To comply with Åkerlind’s defensibility
criterion, namely that each researcher should be able “to argue
persuasively for the particular interpretation that they have pro-
posed” [85, p. 330], each researcher first individually coded all of
the ICER data. Then, codes were resolved through discussion; this
resulted in full agreement on all lower-level codes.

Agreement on the ICER data gave the researchers “capacity to
code more data” [50, Sec. 5.2.1]. To process the remaining data,
the researchers each took a different one of the three journals and
applied the codes developed for ICER, discussing any questions that
arose with the group. Next, as a cross-check for our codebook and
to strengthen defensibility, the researchers divided up the codes
that had been identified ten or more times. Each researcher then
took one or more of these codes and examined them across all
four venues, to ensure that they had been applied consistently.
Any questions were raised with the group and resolved through
discussion. As a last step, the researchers as a group examined all
remaining codes, i.e., those occurring fewer than ten times, making
sure there were no additional issues. Thus, nearly all of the codes
in the three journals were examined by at least two of the three
researchers and we reached full agreement on all codes.

In addition to the codes used to indicate the type of challenge, we
also used codes to indicate the phase of the research from which—
according to the author’s account—the challenge arose. We devel-
oped a code system that consisted of four codes: “Experimental
design”, “Experimental execution”, “Data analysis”, and “Interpreta-
tion” (comparable to the classification of mitigation actions used
by Sjøberg et al. [75]). This code system does not judge the appro-
priateness of study design, research methodology used, or the type
of data collected to answer a research question unless the authors
mentioned this themselves and it thus became relevant for our
research question.

Finally, in order to reason about the relationship between chal-
lenges and responses, we identified larger “challenge-response
units”, each of which contains the set of segments describing a
single challenge and the responses to that challenge (if any). Fig-
ure 1 visualizes the challenge-response units in a single threats
section. The units of analysis (“segments”) are shown from left to
right. For each segment we list all codes grouped by (sub)category
from top to bottom. In the top lane, we indicate the study design.
For a “challenge” segment, the next four lines (“When”) are used
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Study design/methods

When: Experimental design
When: Experimental execution

When: Data analysis
When: Interpretation

What: Internal
What: External

What: Construct validity
What: Statistics

What: Other

Response

QUL

PSR

EXD

TSL

EXD

TSL

EXD

TSL

EXD

TSL

WDK

EXE

RBI

WDK

EXD

DEM

EXD

TTE

MIT

EXD

IMT

NAP

EXD

IDP

FUT

Figure 1: Visualization of challenges and responses using codes and shadow codes for one paper [11].

to indicate at which point of the process a challenge arose and the
following lines (“What”) are used to indicate the type of challenge
according to the classification discussed in Section 4.

For a top-level classification, we used Taylor’s four categories
“Internal validity”, “External validity” (both of which can be re-
interpreted in a qualitative context), “Validity of statistical conclu-
sions”, and “Construct-related evidence for validity”. To maintain
an open perspective for challenges related to specific research meth-
ods possibly not covered by the other categories, we added a fifth
(“Other”) category. For responses, we use a separate lane; we refer
the reader to Section 5.3 for a detailed discussion of the codes in
this category.

As shown in Figure 1, this is a qualitative paper (indicated by the
first code on the left, QUL). The authors start their discussion with
a general disclaimer, “While we think this study sheds light on the
potential for rubrics to structure and attune teachers in their evalu-
ation of curricular materials, it is not without its limitations.” [11].
Based upon the authors’ choice of the words “sheds light”, we coded
this as a “Preliminary/suggestive results” response (PSR).

The next segments refer to a “Treatment-selection interaction”
(TSL), an interaction between the selection of the participants and
the treatment that might affect the internal validity. As the second
and third segment in this group of segments are coded with the
same three-letter code but rendered in gray, i.e., as a “shadow code”,
we see that these continue to describe the same challenge. This
challenge has no associated response.

The next segment refers to a second “Treatment-selection inter-
action” that may or may not (“We don’t know” response; WDK)
affect external validity; the same response was given to a “Re-
searcher bias” (RBI) challenge to internal validity. We then see a
“Treatment-testing interaction” (TTE) challenge to external validity
with the “Mitigated” (MIT); an “Inadequate measurement of target
construct” (IMT) challenge to construct validity with the “Not a
problem” (NAP); and an “Instrument design/presentation” (IDT)
challenge to internal validity with the “Future work” (FUT). Note
that, with the exception of “Researcher bias”, all challenges were
coded as arising from the study design.

5 RESULTS
The first result is that, as a community, we do talk about threats and
limitations. As shown in Table 1, of the 77 papers in our dataset, 65
contained discussions of threats and limitations. These 65 papers
include the large majority not only of the research papers in our
dataset, but also of the papers in all four venues individually.

Moreover, the threats we are talking about, in general, are not
unique to CER. Of the types of threat that occur in more than one
paper in the dataset, all the threats in JRME were also found in one
or more of the CER venues, and all but five of the challenges found
in the CER venues were found in JRME.

In the remainder of this section, we first give an overview of
the dataset, and then discuss the answers to each of our research
questions in turn.

5.1 Characterizing the dataset
Of the 77 papers in our dataset, 10 were excluded for the reasons
discussed in Section 4: they did not have a section or subsection
with a relevant name, and a keyword search, combined with a read-
ing of the paper, did not find any relevant discussion elsewhere in
the paper. After we began analysis, two additional papers were ex-
cluded because their discussions focused on strengths only, without
mentioning any challenges.

The discussions (where they were present) ranged from 2 to 72
coded segments per paper (with each segment being basically a
sentence, as described in Section 4). There were only three docu-
ments with over 36 coded segments, the average number of coded
segments in documents with a discussion was 15.35, the median
number was 12. Note that there is no one-to-one mapping of codes
to units of analysis. Rather, it depends on the paper’s writing style.
Two or more units of analysis are sometimes used to describe a sin-
gle challenge or response; alternatively, a single unit may include
more than one challenge or response, or a single challenge-response
pair. In consequence, these counts are included only to approxi-
mately characterize the dataset.

The number of distinct challenges discussed in a single paper
ranged from 1 to 14 with an average of 4.8 and a median of 4 across
all papers. Distinct challenges are those raised by the paper that may
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Table 1: The number of papers in our dataset from each venue, and how many of each contain discussions of threats and
limitations. Named subsections and discussion elsewhere (that is, outside of a named (sub)section) are reported separately,
because discussions outside a named section were more challenging to identify.

Year (conference) / Number of Discussion In named Elsewhere No
Venue Issues (journals) papers of threats (sub)section in paper discussion
ICER 2021 30 26 (86%) 24 2 4
CSEJ 30(2), 30(4), 31(1), 31(3) 16 14 (88%) 13 1 2
TOCE 21(1), 21(3) 16 12 (75%) 10 2 4

All CER 62 52 (84%) 47 5 10

JRME 51(5), 52(1)–52(4) 15 13 (87%) 6 7 2

All 77 65 (84%) 52 13 12

be of the same type, but do not involve the same concrete problem.
For example, two “Limited setting” challenges, one because the
study was done at a single university, and a second, because it was
done in a particular semester, would be considered distinct.

5.2 RQ1: The challenges
In this section, we present the challenges that were raised—that
is, the challenges that were discussed in our dataset; we focus on
challenges mentioned at least twice. These challenges were not
necessarily flaws in the papers that raised them; the majority of the
challenges were associated with some sort of response.

The section is organized according to concrete issues that might
be encountered in a study. For convenience, these issues are grouped
into the following (sometimes overlapping) categories: challenges
related to the study’s setting (Section 5.2.1), the study’s partici-
pants (Section 5.2.2), researchers (Section 5.2.3), tasks and materials
(Section 5.2.4), implementation (Section 5.2.5), data (Section 5.2.6),
statistical validity (Section 5.2.7), construct validity (Section 5.2.8),
limitations inherent in the type of study (Section 5.2.9), and specifics
of qualitative analysis (Section 5.2.10). Each concrete issue is fol-
lowed by a classification (generally a formal term from the literature,
but sometimes derived inductively) and then by examples from our
dataset.

5.2.1 Setting. We found three challenges related to a study’s set-
ting which, depending on the context, might affect internal or
external validity.

Were the data gathered in some limited time or place or from a
limited population? (“Limited setting”, derived inductively
from our data.) (28 occurrences).
This type of challenge, a threat to external validity, is dis-
cussed frequently in our dataset. Examples include—aside
from the common “just one university”—a single school dis-
trict, the United States, four countries in Europe, entering
students, third-year students, and curriculum documents
written for United States institutions, among others. The
challenge is not related to any particular feature of the set-
ting, simply to the fact that it is limited.

Is the study affected by some feature of its setting? (“Treat-
ment-setting interaction” [76]) (19 occurrences).

This challenge can be either external or internal. Internal
“Treatment-setting interaction” challenges include a situation
where the participants might have put less effort into the
intervention because it was a small part of a demanding
project [83]; and a study in which the current participants
were young children attempting to read analog clocks in an
experimental setting and might have performed differently
in a classroom or at home [15].
External “Treatment-setting interaction” challenges raise the
possibility that some feature of the current setting makes it
difficult to generalize. One clear example is the difference
between a university setting and industry; one study of pair
programming notes carefully that ”we make no claims about
the effectiveness of pair programming in industry settings,
where both the implementation and the goals of pair pro-
gramming vary from its use as a pedagogical tool in course-
work” [6]. Other examples include the difficulty of general-
izing from CS1 to other computer-science courses [82]; and
from a mathematics teacher whose school administration
was particularly supportive to teachers in other environ-
ments [68].
The key difference between “Limited setting” and “Treatment-
setting interaction” challenges is that for a “Treatment-setting
interaction” challenge, there must be some mention of an
interaction between the setting and the study. For example,
one paper raised both types of challenge. It noted that “all
participating universities were located in the United States”
(“Limited setting”) and also that, specifically, they were re-
search universities, and “one might expect that the findings
would look very different in these other contexts (e.g., faculty
interactions may play a stronger role at liberal arts colleges)”
(a “Treatment-setting interaction”) [5].

Was the study done during a major disruption, such as a
hurricane? (“Treatment-history interaction” [76]) (8 occur-
rences).
In our data, the “major disruption” was the COVID-19 pan-
demic, which was discussed as a threat in several of the ICER
papers [4, 10, 12, 37, 38, 53, 83, 84].

5.2.2 Participants. Several of the challenges we found are closely
tied to the use of human participants. Three of these relate to the
size or composition of the sample. They include:
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Were the participants volunteers? (“Volunteer bias” [2]) (5 oc-
currences). The presence of volunteers raises the possibil-
ity that the sample might be unrepresentative of the larger
population. Five papers in our dataset raised this issue, al-
ways in connection with a study involving student partici-
pants [19, 28, 46, 47, 84].

Are there enough participants or survey respondents? (“Small
participation/response rate”) (15 occurrences). This chal-
lenge focuses on the number of participants or the number
who returned surveys, rather than the fact that they are
volunteers (although that issue is also present).

Is the sample unrepresentative of the target population, or
are the treatment and control groups different in ways
that might affect the results? (“Treatment-selection in-
teraction” [76]) (12 occurrences). Examples from our dataset
include students who had prior experience with part of the
material being tested [80], and control and experimental
groups that were five years apart [26].

The remaining two challenges in this group relate to the quality
of human-participant data:

Could the participants be adjusting what they say or do in
response to what they think the researcher is looking
for? (“Demand characteristics”, sometimes called “sociabil-
ity bias” [76]) (13 occurrences). Examples in our dataset
include situations where the researchers [53] or the creators
of the tool being evaluated [28] are present during inter-
views, or where the creator of the tool was the students’
instructor [11]. In a study of student usage of GitHub, con-
cern was expressed about students’ “excessive committing
to give the impression of a higher activity” in log data [78].
Another study noted that this challenge is “heightened for
‘sensitive topics’ such as gender issues” [10]. In the context
of coursework, students may be influenced by clear assess-
ment criteria (in the form of a checklist) [25] or by detailed
instructor feedback [83].

Does the study rely on participants’ descriptions of their feel-
ings, attitudes, or behavior? (“Self-reported data” [2]) (6
occurrences). For example, in our dataset, this challenge is
raised related to students reporting on their own skills [78],
leadership confidence [5], level of stress [71], and approach
to solving math problems [48], as well as faculty report-
ing their experiences running service programs during the
COVID-19 pandemic [4].

5.2.3 Researchers. There is one general category for threats attrib-
utable to the researchers themselves.

Do the researchers have any preconceptions or expectations
thatmight affect the design, execution, or interpretation
of the study? (“Researcher bias” [2]) (15 occurrences). We
include under this “Rater bias”, which occurs during analysis,
concerns about the number or qualification of raters, and
general discussions of the researchers’ bias that might have
an effect throughout the study.
Several possible sources of this challenge were suggested in
our data. First, researchers might be biased by holding addi-
tional roles, such as being instructors in the class from which

data are being gathered [11, 78, 83]. Second, researchers
might be biased by additional information about the partici-
pants, for example how they performed on another portion
of the dataset (student grades vs. student activities gath-
ered from a log file [78]) or how they write [83]. Third,
knowing the purpose of the study can bias those coding
the data [26]. Fourth, using a deductive coding scheme can
cause researchers to miss something that does not fit into
one of the predetermined categories [81]. Finally, qualitative
researchers assume that all researchers bring some biases to
their research, so there is an emphasis on identifying and
disclosing those biases. See, e.g., [27, 43].

5.2.4 Tasks and materials. In our data, many references were made
to potential problems with the materials or tasks given to partic-
ipants that might affect the internal validity of a study. For these
purposes, a “task” is something the participant is to do, and “mate-
rials” are something the participants are given to read or watch.

Were there problems with the materials or tasks given to the
participants that might have affected the results of the
study? (“Instrument design/presentation”, inductively de-
rived from our data) (39 occurrences).
Examples of task problems include, for example, “[T]he
paper-and-pencil medium used during the interviews per-
haps facilitated some syntax errors that might not have ap-
peared while working on the computer.” [52], and “[T]he situ-
ation differs from their regular debugging during coursework
in that they [. . . ] did not write the code themselves” [16]. An
example of a materials problem is “Even though we tested
the pictures in the pilot, it should be noted that the pictures
we choose might result in different associations than the
one we were aiming at.” [12]. Sometimes authors combine
aspects of both tasks and materials, as in “For example: most
participants will have been unfamiliar with this type of task,
and the video may have insufficiently prepared them for
it” [84].

5.2.5 Implementing the study design. There are potential issues
with implementation when there are multiple people involved in
running a study or when the participants (for whatever reason)
may not have followed the instructions. We group these under a
single category.

Were there multiple instructors or interviewers? Could the par-
ticipants have failed to follow the instructions? (“Unre-
liable implementation” [76]) (27 occurrences).
In our dataset, for example, concerns were raised about in-
consistency between interviews [1, 20], courses taught by
multiple instructors [37, 41, 59], students possibly not fol-
lowing instructions [84] or cheating [54], and changes in
implementation over time [26, 80].

5.2.6 Data. We identified four challenges that are raised by various
aspects of the data. They vary depending on whether the problem
is with how the data were collected, how many items there are,
what’s missing, or the relationship between the sample data and
the population. The challenges include:
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Is the sample size too small? (“Small sample” [76]) (21 occur-
rences, including the “Small participation/response rate” chal-
lenge, discussed above in Section 5.2.2).
The “Small sample” challenge is found in situations that
involve human participants, as described above, and also
where recruiting human participants is not an issue. Exam-
ples in our dataset include cases where consent was not
required for student data ( [21, 78]), where the participant
had volunteered, but the sample “only included four or five
observations for each of the participant ’s computing and col-
laborative behaviors” [32], and where the data were drawn
from textbooks [13]).

Is there potentially useful data that was not collected, was not
provided by the participants, or was collected but not
analyzed? (“Incomplete data”, derived inductively from our
data) (26 occurrences).
In our dataset, sometimes part of the data was impossible to
get, such as background information on participants (due to
anonymity requirements) [61, 73]. Other issues mentioned
included lack of data about whether students retained what
they had learned [55], log data where student programs were
included only when compiled [38], and papers possibly miss-
ing from a literature review [6]. Information not provided by
participants included homeworks not turned in [21], post-
tests not completed [6], and missing responses to survey
questions [36]. Finally, sometimes not all the data available
were included in the analysis [83].

Does the sample fail to match the target population in one or
more characteristics relevant to the study? (“Nonrepre-
sentative sample” [76]) (49 occurrences, including “Limited
setting” (Section 5.2.1) and “Volunteer bias” (Section 5.2.2)).
As noted earlier, having volunteer participants always raises
a possible “Nonrepresentative sample” challenge. Other ex-
amples in our dataset that raised this challenge involved sam-
ples with too few members of underrepresented groups [69,
83], toomany poor andminority students [70], only grades 1–
3 (approximately 6–8 years old) [60], only post-baccalaureate
students [41], and students visiting a science museum [12].
One study raised this in relation to the choice of high-school
students as proxies for future university students [10].
One paper described the difference between nonrepresenta-
tive and nonrandom samples particularly clearly, identifying
a situation that is becoming more common as Institutional
Review Boards add requirements for consent to what used to
be exempt as “naturally occurring data”. The original design
for the study involved randomly selecting 50% of a large
class to participate. The local Institutional Review Board
required that the students be asked for consent, however. As
a result, the study had a randomly selected sample (since
the invitations were sent out at random), but only 40% of
those invited, accepted. Upon analysis, it was discovered that
the students who volunteered, were, on average, stronger
students than those who did not, making the sample non-
representative [47].

5.2.7 Validity of statistical conclusions. Several threats to the valid-
ity of statistical conclusions were raised in only one or two threats

discussions each, for example nonrandom samples [47], lack of
a control group [80], nonrandom assignment to groups [26], the
handling of missing responses to survey data [36], test assumptions
not met [36], and failure to correct for multiple tests [77]. Small
samples and nonrepresentative samples were discussed above in
Section 5.2.6. Only one additional threat to statistical validity was
discussed more than twice:

Is there a variable that was not taken into account that might
have affected the study results? (“Omitted variable bias”
[76]) (15 occurrences).
Papers that raise this threat usually explicitly mention “pos-
sible confounding variables” or missing “factors”, “aspects”,
“mediating variables” or “potentially relevant constructs”.
The missing variables are fairly specific to the research ques-
tion. For example, an investigation of computational thinking
skills in primary school children used a test of cognitive abil-
ity, but noted that other missing variables might “include
curiosity, creative talent, work habits, and study skills” [70].
A study that examined sense of belonging in university com-
puter science students found that “both prior experience and
incoming sense of belonging separately contributed to the
model”, suggested “that sense of belonging is an indepen-
dent measure of student outcomes”, but noted that sense of
belonging might be related to peer networks [37].

5.2.8 Construct validity. “Construct validity” (also referred to as
“Construct-related evidence for validity” [76]) is the fourth of the
standard high-level threat categories, along with internal validity,
external validity, and statistical conclusion validity. A “construct”
is a “set of related behaviors and/or cognitive processes that are
grouped together and named” [76, p. 4]. Specifically, constructs are
the phenomena we are investigating: generally invisible phenom-
ena, such as understanding recursion, motivation to learn program-
ming, confidence, and so on. Within this high-level category, we
found one type of challenge in our dataset:

Are the measures used adequate? (“Inadequate measure of target
construct” [76]) (30 occurrences).
This challenge was raised in our dataset, for example, in con-
nection with “using students’ grades as a proxy for judging
the quality of their work” [78], the difficulty of designing a
perfectly accurate search for a literature review [24], and a
survey design in which “small number of items (seven items
for each dimension) might not fully cover the range of the
targeted constructs” [36].

5.2.9 High-level study design. Some aspects of the results of a
study follow from the nature of the study: a study is qualitative or
quantitative; data are gathered in the field or in a more controlled
lab setting; the findings include correlations or causation, and so
forth. Each of these choices has trade-offs, providing some benefits
and imposing some costs. The limitations imposed by such choices
were mentioned frequently enough in our dataset that we added a
category to capture them:

Were important limitations imposed by the nature of the study
design? (“Inherent limitations”, inductively derived from
our data) (19 occurrences).
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Examples in our dataset include field studies [16, 41], studies
in a lab setting [15], qualitative studies [57], quantitative
studies [6, 61], and correlational studies [9].

5.2.10 Qualitative analysis. The criteria for trustworthiness in qual-
itative work discussed above in Section 2 suggest a different per-
spective on challenges. Researcher bias is a threat to qualitative
work, as it is to work in the positivist tradition. Qualitative papers
are more likely, however, to include a statement of the researchers’
biases in response to this threat, e.g. [27, 43]. In addition, we found
one paper whose threats section contained a particularly careful
discussion of steps taken to mitigate those biases [73].

An inadequate sample is also a threat to both qualitative and
quantitative work. The definition of “adequate” is different, how-
ever. The goal in qualitative work may be to have a sample that
represents the range of possible perspectives on the question being
investigated, rather than the population, so the challenge would be
a sample that didn’t include the necessary range of perspectives.
Barker et al. raise this challenge, reporting that only faculty per-
spectives had been included when investigating service-learning
partnerships with community organizations [4].

Sentance and Waite respond to an implicit threat to credibility
(the analogue to “internal validity”, as discussed in Section 2 above),
by “using established research methods, by ensuring we were com-
pletely familiar with the context of the participating teachers, de-
veloping a relationship with the participants that would support
integrity and honesty in their reports, by focusing on their lived
experiences rather than opinions, and by using field notes memos
within the QDA software as a reflective commentary” [73].

5.3 RQ2: Responses and challenge-response
dialogues

While the papers in our dataset identify a large variety of challenges,
most of the challenges raised (about three quarters) are addressed
by some response. We developed the response codes inductively,
as described in Section 4, finding a total of 17 different codes.

The more common codes describe most of the responses; the
seven most common codes—those occurring ten or more times—
cover over 85% of the responses. These codes are:

“Future work” (85 occurrences) This response suggests that fur-
ther study could be used to address challenges. It is the
most common response to challenges in our dataset and
can be used as an overall response to multiple challenges
in a study. It was the most common response for “Instru-
ment design/presentation”, “Demand characteristics”, and
“Researcher bias”.

“Mitigated” (66 occurrences) This response describes what was
done to reduce the effects of a given challenge. It was the
most common response for“Instrument design/presentation”,
“Demand characteristics”, and “Researcher bias”.

“Not a problem” (54 occurrences) This code response states that
the challenge is not an issue for their study results (often, but
not always, with evidentiary support). It is the most common
response to “Unreliable implementation”, and often used for
“Incomplete data” and “Instrument design/presentation”.

“Limit inferences” (23 occurrences) This response clearly delin-
eates the extent of the findings and the degree to which
they may be generalized. It is most commonly a response to
“Limited setting” or “Treatment-setting interaction”.

“We don’t know” (19 occurrences) This response is an indication
that the author cannot say whether a particular challenge af-
fected the paper’s results. It was the most common response
(tied with “Future work”) to “Treatment-setting interaction”,
and fairly common for “Inherent limitations”.

“Preliminary/suggestive results” (16 occurrences) This response
is generally an admission that some challenge(s) likely threat-
ened or limited the results of the study, but the study results
still have value. It is most commonly used as a response to
“Small participation/response rate”, “Omitted variable bias”,
and “Limited Setting” challenges, and often includes terms
like “preliminary”, “tentative”, and “suggestive”.

“Trade-off” (14 occurrences) This response is a justification of
some design or action that achieves a balance between two
desirable but incompatible features. It is most commonly a
response to “Treatment-setting interaction”.

In the remainder of this section, we return to the notion of
dialogue mentioned in Section 1, the repeated challenge-response
pairs that we found in our data.We give examples of these challenge-
response dialogues, showing each of the most frequent responses
and each of the most frequent challenges in at least one dialogue.

5.3.1 Setting. We start with three different challenge-response
pairs concerning the “Limited setting” challenge.

• Limited setting? Future work. This dialogue proposes that
future work could determine whether findings can be gen-
eralized: “ This finding may be a reflection of the pedagogy
employed in computer science coursework at this institution,
and potentially, other institutions. [. . . ] this approach to doc-
umenting conceptions of learning computer science needs
to be replicated to provide more conclusive evidence” [81].

• Limited setting? Limit inferences. This dialogue strengthens
the simple “Future work” response, “delineating the extent of
the findings”, in terms of the definition of “Limit inferences”
above, and arguing that the study in question has not solved
the whole problem, but has contributed part of a solution:
“This [working within a single culture] makes it harder to
generalise the results, although it also strengthens the con-
tribution of this research since not much is known about
stereotypes on computer scientists in the Netherlands” [12].

• Limited setting? Mitigated. This dialogue also contains a
strong response, providing evidence that the setting, while
not universal, is still representative of something larger than
itself: “Our results are based on course offerings from a sin-
gle university, which may limit the generalizability of our
findings. However, our program follows the ACM Curricu-
lum guidelines [. . . ] and is therefore similar to the curricula
used at many institutions.” [37].

This example illustrates a situation where the treatment and
setting interact, and the interaction has mixed results:

• Treatment-setting interaction? Trade-off. “This condition [that
students were required to work alone] was necessary for

390



How Do Computing Education Researchers Talk About Threats and Limitations? ICER ’23 V1, August 07–11, 2023, Chicago, IL, USA

experimental integrity but is not ecologically valid for many
classroom lab environments” [55].

In this example, a paper whose data were gathered during the
COVID-19 pandemic [4] chose a “Preliminary/suggestive results”
response:

• Treatment-history interaction? Preliminary/suggestive results:
“Although this study was administered during an incredibly
difficult time, the work is relevant to supporting what may
be a growing number of online courses delivered under so-
called normal circumstances in ramping up and supporting
service learning experiences” [4].

5.3.2 Participants. Here, we present challenge-response dialogues
related to five of the challenges involving studies with human
participants.

In one example, the selection of participants may have interacted
with the treatment:

• Treatment-selection interaction? Don’t know. “A second limita-
tion of this study is that while the TEC Rubric was designed
for a range of educational decision makers, this study only
included teachers; thus, we do not know whether similar pat-
terns of use would be observed in other educational decision
makers (e.g., administrators)” [11].

One paper combines three different responses to “Volunteer
bias”:

• Volunteer bias? Don’t know, Preliminary/suggestive results,
and Future work. “That being the case [that the students
were self-selected], we cannot saywith certainty whether the
results produced with this subset of students would match
what would be observed if the entirety of both CS1 classes
had taken part in the study [. . . ] [W]e consider this to be
only a first study [. . . ] Future research is needed” [46].

In response to “Small participation/response rate”, most of the
quantitative papers looked to “Future work”. One qualitative paper
expressed a different perspective, however:

• Small participation/response rate? Not a problem. They had
a “small sample of participating teachers” but had done a
purposive sample and “specifically selected teachers with
experience in teaching algorithms” [57].

This example addresses “Demand characteristics” (that students
would give answers to please the interviewer):

• Demand characteristics? Mitigated. “Specifically, students
might alter their responses in order to please the instruc-
tor and the TA [. . . ] To mitigate such threats, we enforced
anonymity in both of our surveys. [. . . ] [T]he primary class
instructor was not present during the surveys. The students
were also assured that their answers [. . . ] would not impact
their grades” [78].

In response to a challenge of “Self-reported data”, one paper
offered a “Mitigated” response, explaining that direct observations
had been collected as well [22]. Another paper identified the trade-
off between measuring experience by self-report instead of a pro-
gramming test, trading objectivity for time:

• Self-reported data? Trade-off. “Of course, a programming test
would have been a more objective way of measuring experi-
ence, but that would have taken more time for the partici-
pants [10].

5.3.3 Researchers. In response to a challenge of “Rater bias”, one
paper offered this “Mitigated” response:

• Rater bias? Mitigated. “Another threat to our study’s internal
validity might result from the fact that one of the main co-
authors of the paper is the main instructor of the class. [. . . ]
However, as mentioned earlier, all assignments were graded
by the instructor and the TA according to a predefined rubric
[. . . ]" [78].

5.3.4 Instruments and materials. In response to a challenge to “In-
strument Design/Presentation”, one paper offered the mitigation
that they had tested the materials in advance:

• Instrument Design/Presentation? Mitigated. “Even though we
tested the pictures in the pilot, it should be noted that the
pictures we choose might result in different associations
than the one we were aiming at” [12].

5.3.5 Implementing the study design. In response to a challenge of
“Unreliable Implementation”, here is an example of a mitigation for
having different lecturers teaching different groups in a study:

• Unreliable Implementation? Mitigated. “Regarding the relia-
bility of the treatment implementation, both lecturers were
informed about the study design, their responsibilities and
the expected behavior from them” [54].

5.3.6 Data. Because they are under the researchers’ control, “Small
sample” challenges are difficult to answer. Some papers leave them
unanswered, and some suggest future work. In some cases, re-
sponses go further, however, citing support from the literature. We
found one example of both:

• Small sample? No problem, plus Future work. “ [T]his study
only included four or five observations for each of the par-
ticipant’s computing and collaborative behaviors. Although
this number of observations was consistent with recommen-
dations for C-COI and most CSCL studies examine what
make single collaborative experiences successful or unsuc-
cessful [. . . ] additional observations [. . . ] could lead to a fuller
understanding [. . . ]” [32].

Here is an example of an argument that “Incomplete data” is not
a problem:

• Incomplete data? Mitigated. “We also would like to emphasize
not all students submitted a solution for every homework
assignment [. . . ] Due to the overall high number of submis-
sions for each assignment, we had sufficient data to conduct
an analysis that could create valuable insights” [21].

Another illustration of an argument that a challenge is not a
problem, in response to a (possibly) “Nonrepresentative sample”
(Danish high school students in a gender study):

• Nonrepresentative sample? Not a problem. “About three-fifths
were women and two-fifths were men which coincides with
the gender composition of Danish high schools” [10].
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5.3.7 Validity of statistical conclusions. This paper gives an exam-
ple of a response to an “Omitted variable bias” challenge:

• Omitted variable bias? Future work. “Potentially relevant con-
structs are missing from this study, including mathematics
anxiety and working memory [. . . ] Although this initial set
of studies could not encompass all potentially relevant fac-
tors, future research on how such factors are related to bold
problem solving is warranted” [48].

5.3.8 Construct-related evidence for validity. An example response
to “Inadequate measure of target construct” (Analysis based on
written evaluations):

• Inadequate measure of target construct? Trade-off. “[W]e do
not have insight into the specific motivations of the teachers
or how they felt beyond what they wrote. While we think
this a limitation, we also think this is an authentic task as it is
common for such evaluations to result in a written document
detailing the results of the evaluation [11].

5.4 Relation of challenges and research phases
Asmentioned in Section 4.2, we coded each challengewith the study
phase from which it—according to our interpretation of the authors’
account—arose; in total, we found 333 challenges. While not a
central part of answering our research questions, the distribution
of challenges and phases is of independent interest, and we report
the most frequent co-occurrences.

“Experimental design” Of the 216 challenges that arose from the
design phase, “Instrument design/presentation” accounted
for 39, “Limited setting” for 26, and “Inadequate measure
of target construct” for 20 challenges. Almost a quarter of
these 216 challenges, 50 challenges, had no response at all.
There was a wide distribution of these 50 challenges, with
“Instrument design/presentation” (9), “Treatment-selection
interaction” (9), and “Limited setting” (8) being the three
most frequent ones.

“Experimental execution” A total of 41 challenges was coded as
arising from the execution phase. The most frequent of these
were “Unreliable implementation” (17), “Treatment-history
interaction” (6), and “Small participation/response rate”. Of
these 41 challenges 16 were not responded to, with “Unre-
liable implementation” (9), “Treatment-history interaction”
(4), and “Instrument design/presentation” (2) being the most
frequent ones.

“Data analysis” We coded 31 challenges as arising from the anal-
ysis phase. Of these, five related to “Researcher bias” and
three challenges each were coded as “Small sample”, “Small
participation/response rate”, “Incomplete data”, and “Inade-
quate measure of target construct”. In total, eight challenges
arising from this phase were not responded to, but only two
types (“Omitted variable bias” and “Small sample”) occurred
more than once.

“Interpretation” The 43 challenges we coded as arising from the
interpretation phase were spread out across more than 20
different types of challenges, only “Omitted variable bias”
and “Inadequate measure of target construct” occurred more

than twice. Six challenges attributed to this phase were not
responded to, but each of them was unique.

The above summary indicates that most of the challenges seem
to arise from the “Experimental design” phase of a research study.
This is not at all surprising for two reasons: First, as mentioned in
Section 2, research designs geared towards mitigating or even elim-
inating certain challenges are bound to be vulnerable to others [76,
Ch. 2]. Second, while even well-funded clinical studies suffer from
a tension between soundness and ecological validity [30], running
extensive pilot studies which might be suited to eliminate certain
challenges arising from a research design is very uncommon in
classroom-sized studies which account for the vast majority of the
research in our dataset.

6 THREATS AND LIMITATIONS TO THIS
PAPER

Nonrepresentative sample? Not a problem: it was a purposive sam-
ple. We identified venues that would best illustrate methodological
points such as threats to validity, included a venue from mathe-
matics education for comparison, and selected recent data, from
the twelve months that ended immediately before we began the
analysis (2020–21). Other journals or conferences might yield differ-
ent results. The three computing-education venues are among the
most research-oriented venues in computing education, however.
In addition, as seen in Section 5, they did raise a wide variety of
challenges and potential responses to those challenges.

Researcher bias? Yes, but mitigated. The researchers all have ex-
pertise in reading and analyzing CER papers, but other researchers,
influenced by their own experiences, might interpret these papers
differently. To minimize this influence, we reflected on our potential
biases and took measures to mitigate them, for example working
with anonymized excerpts from the 77 papers during most of the
analysis phase. We followed a careful coding process and provided
a detailed description of that process in Section 4. Finally, we have
identified our dataset precisely, enabling others researchers to repli-
cate the work.

Incomplete data? Possibly, but mitigated. We may have failed to
identify discussions of threats or limitations within our dataset,
if they were not included in a named section or subsection. As
noted in Section 4, however, we read each paper and also searched
on terms that were likely to occur if any discussion of threats or
limitations was present. Of the 23 papers that did not contain a
relevantly named section, we did identify 13 that had discussions
elsewhere in the paper. Again, the identification of the dataset
enables other researchers to replicate the work.

A comment on the impact of the COVID-19 pandemic. One might
argue that 2020–2021might not have been a representative time.We
did notice a number of references in ICER papers to data collected
during the COVID-19 pandemic (“Treatment-history interaction”).
In contrast, due to review cycles and backlogs, journal papers pub-
lished in 2021 are very likely to report on research in a pre-pandemic
setting. Other than “Treatment-history interaction”, the challenges
mentioned in ICER matched those mentioned in the journals. We
have identified the papers in our dataset and endeavored to include
sufficient examples here to enable readers to decide for themselves
whether this is the case.
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When considering whether to look at papers from a pre-COVID
year instead, we weighed these concerns against the effects of
an important change in the ICER reviewing process: Starting in
2021, ICER introduced “conditional accept” decisions, effectively
a very brief revision cycle. Since this revision cycle provides an
opportunity for, among other things, responding to threats and
limitations raised by reviewers, we decided that the papers from
2021 would provide deeper insights than those from earlier years.

7 DISCUSSION
The fact that talking about threats and limitations has become
common but still is not ubiquitous is a concern that is shared with
other communities; see, e.g., [7, 17, 29, 31, 75]. Other disciplines
raise concerns about possible unreported threats, based on the
relatively small number of threats reported in the average paper;
see, e.g., [75]. Unreported threats can be difficult to identify, but
Lenarduzzi et al. [40] provide an example of how it can be done in
specific situations.

We talk about threats and limitations in a way that is not so
different from mathematics education, a discipline with a longer
tradition. All the challenges we found in JRME were also identified
in one or more of the CER venues. The notable difference between
JRME and the CER venues was that JRME had no examples of the
“Unreliable implementation” challenge. Examining these challenges
in context revealed that almost all of these challenges occurred for
studies in large undergraduate classes with multiple sections. Since
most of the JRME papers were smaller-scale studies, this might
explain the absence of “Unreliable implementation” challenges.

Comparing journals and conferences, our dataset included three
journals (CSEJ, TOCE, and JRME) and one conference, ICER. The
reviewing standards for the three CER venues are quite similar, and
ICER, like the journals (and unlike mathematics education confer-
ences), publishes proceedings containing the text of the research
papers it accepts. ICER now even offers a (very brief) revise-and-
resubmit cycle.

There were two notable difference between the journal papers
and those in ICER. First, the “Treatment-history interaction” chal-
lenge was raised only in relation to the COVID-19 pandemic, which
was only discussed in ICER. Given the different durations between
submission and publication for journals and conference, it seems
likely that the portions of the studies presented in the journals that
would have been affected, such as data gathering, were completed
before the pandemic.

Second, ICER’s ratio of “Not a problem” and “We don’t know”
responses to papers was twice that of any of the three journals.
This may reflect a difference between conferences and journals;
even though ICER now offers a journal-like revision cycle, it is very
brief (typically about a week). In general, there has been a trend
for computing education conferences to become more like journals
in recent years, but examining additional conferences in the field,
such as SIGCSE, ITiCSE, Koli, or LaTiCE, might help to characterize
the difference between conferences and journals.

Because our study is the first of its kind in computing edu-
cation research, its scope is designed to be wide. Like Feldt and
Magazinius [17] and Brutus et al. [7], but unlike the other stud-
ies we reviewed, we also considered qualitative work, reflecting

the breadth of different study designs and research methodologies
in computing education. Other disciplines with longer traditions
include both broad surveys and deeper, more focused investiga-
tions of specific threats or threats to particular types of study. (See,
e.g., [3, 40, 62, 79]).

Our methodology was also different. The broadly scoped studies
that we reviewed used a small, established top-level set of codes,
such as “internal validity”, ”external validity”, ”construct validity”,
and “statistical conclusion validity”. In contrast, we used a combi-
nation of deductive and inductive analysis to develop a hierarchy
of codes, as described in Section 4. Only on the lowest level of ab-
straction of this hierarchy can the connection between challenges
and responses be made in a concrete enough way to be instructive.
Doing so addresses the concern voiced by [17] that authors might
refrain from using established (high-level) terminology because
“these terms are not more directly linked to the actual elements of
the studies” [17, p. 378].

Most importantly, however, other methodological reviews, fo-
cused on evaluating the quality of threats discussions, look only at
responses that mitigate or prevent a threat. Our focus, by contrast,
is on examining how the community talks about challenges, rather
than evaluating how well it is done. Because of this different fo-
cus, we present a range of responses in addition to mitigation and
prevention, and, by looking at all of these responses, we observe
a more general pattern. Some papers leave some (or all) of their
challenges unanswered, but in general, we find patterns of chal-
lenge and response, in which authors engage in a dialogue about
the threats to and limitations of their work.

8 CONCLUSIONS AND FUTUREWORK
Despite the value of a good threats and limitations section, it can
be difficult to write: it requires the authors to openly talk about the
weaknesses in a paper. While this reflects good academic practice
and is indicative of a mastery of methodology, some authors seem
to be reluctant to do so [63], leaving the reader to identify the
threats, if any, from a clear description of the work done. With our
study, we have set out to understand the specifics of challenges and
responses in computing education research papers.

Considering our research questions: for RQ1 (What challenges?)
the challenges raised in the CER literature include many of the
“standard” challenges presented in Taylor [76] and the APA Dic-
tionary [2] that we identified deductively. They also include a
number of inductively-identified challenges that do not appear
in those sources–notably “Incomplete data” and “Instrument de-
sign/presentation”—that are common in our CER papers, but also
appear in the JRME data.

For RQ2 (What responses?) the responses here were identified
inductively by reading and interpreting the texts. Most of the chal-
lenges in the papers have one or more responses, and generally
explain why the findings are valid notwithstanding the challenges.
It is notable that there are a fairly large number of challenges with-
out responses (74/279) in the CER papers, but very few in JRME
(3/54), while JRME has more “Future work” responses.

Overall, we found that researchers approach the threats section
in two ways: as information to guide the reader in reading, ex-
tending, or applying the study presented; and as challenges from
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a hypothetical audience. Either way, what we see is a pattern of
challenge and response. In the vast majority of cases, authors en-
gage with challenges. Most of the time, they avoid simply listing
a set of challenges with no response and instead strike a balance,
describing challenges but also answering them, at least attempting
to do so.

In summary, the contributions of this paper include:

• providing a survey of the discussion of threats and limita-
tions in computing education research;

• linking the threats found to the more abstract terminology
used in the theoretical literature;

• contrasting the threats and responses with those found in a
math education venue, and the secondary study of threats
to validity in computing education with similar secondary
studies in other fields;

• giving concrete examples showing the range of threats dis-
cussed in our discipline and possible responses to those
threats; and

• illustrating the way in which threats and limitations are
discussed, in a pattern of challenge and response.

In addition, we hope to have made it easier for authors to write
threats sections, first, by providing examples of the range of threats
and responses found in computing-education papers, and second,
by framing the discussion of threats—which is inevitable, as some
challenges occur in every study—as a dialogue between challenge
and response.

This paper opens up various possibilities for future work. Our
study could be replicated in other venues and years. Studies of
challenges to particular aspects of computing education could be
done, for example challenges to studies in large introductory classes,
to qualitative studies, or to studies involving artifacts. Also, the
small but observable differences between the CER papers and the
papers from JRME focused on primary education and teachers
suggest looking into whether challenges and their response differ
by the educational level of the study environment as computing in
primary education becomes more and more prevalent.

Finally, we hope that the challenge-response dialogues identified
here might serve as a starting point for a deeper conversation about
threats and limitations. Which are fatal? Which can be mitigated
and how? Which are sometimes not a problem—and what argu-
ments that a threat is not a problem are convincing? Which flaws
warrant serious revisions before submission (by the authors) or
rejection (by reviewers), and which can be fixed? This paper does
not prescribe answers to these questions, but we hope to start a
discussion that will move the community closer to some answers.
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