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ABSTRACT
Since 2015, the XSEDE Cyberinfrastructure Resource Integration
(XCRI) team has engaged in a series of on-site visits of various
types with institutions wishing to implement research computing
resources in a way that gains from the lessons learned by larger
XSEDE Resource Providers. The team originally developed a variety
of flexible toolkits for such institutions, with the intent that they
could be picked up at will and used to bootstrap local research
computing programs by interested folks. In practice, the real value
provided by the XCRI has proven to be the deep side-by-side work,
mentorship, and focus on relationship building that comes along
with carrying out a site visit. While the in-person aspect of these
visits ceased of necessity beginning in 2020, activities continued in
a distributed fashion, which proved to be a boon for several reasons.
This paper provides an overview of the site visit process, and an
exploration of the deep benefits of these remote collaborations,
which are an efficient way to spread RCD knowledge to under-
resourced institutions.
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1 INTRODUCTION
The initial practice of “Campus Bridging” derived from the Ad-
visory Committee for Cyberinfrastructure (ACCI) Task Force for
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Campus Bridging [7]. The report of the ACCI Task Force noted
that overall demand for computational resources by researchers
largely outstripped the availability of resources and provided a
number of recommendations to stimulate the sharing and utiliza-
tion of resources. These recommendations included federation of
campus resources, providing generalized software and workflow
support, and sharing experiences of the national supercomputing
centers and other universities with burgeoning cyberinfrastructure
resources to campuses wishing to implement their own resources
and build technical expertise. At the beginning of XSEDE 1 in 2011,
a Campus Bridging team was formed that would provide software
toolkits to make software management simpler and to provide guid-
ance to campuses implementing their own resources that could
be incorporated into the XSEDE Federation. At the beginning of
XSEDE 2 in 2016, the team was renamed as the XSEDE Cyberinfras-
tructure Resource Integration (XCRI) but continued to carry out
“Campus Bridging” activities.

2 TOOL DEVELOPMENT
The initial focus of the Campus Bridging project was to provide
toolkits and documentation to make it possible for research com-
puting administrators and facilitators to implement XSEDE-like
resources at a local level. The goal of this was two-fold - one, to
create a path for institutions to become L3 service providers[13]
within XSEDE, and two, to aid the growth of the peripheral research
computing ecosystem by making it easier for under-resourced (in
time, money, or expertise) institutions to start and support local
initiatives. While nominally the goal was to create a path towards
becoming an L3 service provider, the unique constraints around
XCRI engagements made that end goal difficult to achieve. Typically
the institutions we were able to engage with only had some form of
donated hardware, sufficient to support a few local research groups
at a small scale before scaling out to larger XSEDE resources, or for
classroom use. That being said, it became clear that the larger goal
was being strongly supported in ways beyond the mere creation of
local clusters. The deep side-by-side engagement model proved to
be highly effective at transferring knowledge of HPC administra-
tion and the larger research computing ecosystem to under-resourced
institutions. This often resulted in career moves for individuals lead-
ing those projects (with the US RCD field), representing greater
flow in the jobs pipeline, increased funding to those institutions rep-
resenting a move out of being "under"-resourced, or seeing leaders
at those sites begin serving the community in larger roles at various
RCD conferences and committees. These gains are impossible to
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measure in clean metrics, so we hope to convey some of them in
this wide-ranging experience paper.

2.1 Artifacts
The XCRI team developed a set of tools intended to smooth the
path for campuses to implement resources on their own, and to
effectively use XSEDE resources. The rationale behind the creation
of these toolkits was to create environments for researchers that
replicate what they might experience as users of national centers,
allowing novice researchers to learn locally and work nationally.
As the team worked with more sites, lessons learned from those
interactions were built into the toolkits, to be shared with future and
prior sites. A second-order effect of these toolkits was to provide
scaffolding for new-to-RCD IT professionals to implement resources
and learn the tools even with limited means.

The primary examples of these, are the The XSEDE Compatible
Basic Cluster[6] (XCBC) and the The Jetstream Virtual Cluster[4]
(JS-VC) toolkits. The XCBC is based onAnsible[14] andOpenHPC[15],
enables a simple cluster build similar to those found on XSEDE
resources The JS-VC toolkit allows one to build virtual clusters on
the Jetstream[16] cloud, and is now in production on Jetstream
2[8]. Other toolkits include materials for running cluster-build
workshops[18], container tutorials[20], and deploying big-data
resources[19].

3 SITE VISITS
In-person site visits often had a typical flow, with minor variations.
After initial contact, the XCRI team would schedule a series of
meetings to explore the needs at the institution, set expectations for
how XCRI would be able to help. Early representative site visits are
described in great detail in prior works[3, 5]. In previous writings
about the XCRI activities we also discuss the “catalytic action” that
site visit activities provide to draw institutional attention to the
activities and gain local support [2].

Site visits depended on three main requirements - that the insti-
tution had access to hardware, specifically needed an HPC-style
system, and was agreeable to using the software stack that XCRI
provided. After that point, actual planning began. This typically
involved 1-3 logistics meetings, planning to ready the hardware for
software deployment, travel planning, network access and checklist
of cluster build activities. Consultation with local researchers was
included when possible, to tailor the new environment to their
needs. The site visit travel itself also involved planning on the part
of XCRI. These trips typically encompassed 5 business days (40-
50 "working" hours) but also consumed an additional 100 or so
hours of "staff time away from home" - these hours are included
in Fig. 1 for comparison with remote “visits”. In many cases, there
were subsequent remote followups (and occasional return trips), as
new hardware was added, or new additional software was desired.
Previous ROI investigations[17] have included explicit monetary
costs (salaries and travel budgets) but not focussed on the time-
investment at the level of specific operations, or gone to the level
of including "second-order" effects on the sites visited.

XCRI also worked in fully remote mode with several sites. While
initially due to the distributed nature of the team, this was useful
when travel restrictions due to COVID-19 fell in 2020. In the ideal

case for this mode, the team carried out initial consultation, then
a few planning sessions followed by an “initial visit” with a week
or two of intensive remote sessions, followed by regular working
meetings of 2-4 hours through the course of the project. Despite the
confounding factors of lack of in-person time and hands-on access
to hardware, this proved to be a successful model for engagement
in many ways.

For one, the total time spent working with a site is actually much
less, as in Fig. 1, mainly due to the removal of travel time and logis-
tics planning. Additionally, it is much faster to begin actual work.
Hardware management was handled by the site in all cases, with
occasional in-the-data-center zoom calls with the XCRI team. There
was less schedule friction and no energy/time/money lost to travel.
The “catalytic action” produced by planning an initial “visit” still re-
sulted, which included the work of building the base cluster before
adding on things like monitoring, portals, and scientific software
(which the site may or may not have desired). The longer term
nature of remote engagements also resulted in effectively spending
more time with site personnel, which increased 2nd-order effects
of familiarization with the larger RCD community and relationship
building with XCRI staff.

3.1 University of Cincinnati
The first remote site visit occurred in late 2018, when XCRI worked
with Jane Combs, director of the University of Cincinnati Ad-
vanced Research Computing Center to stand up a new central
HPC resource[10]. Due to the distributed nature of the team and
travel scheduling difficulties, one team member went on-site for
the build, while another assisted remotely on a short 2-day visit. A
second, longer visit was conducted, in which the entire system was
brought online, including installation of XDMoD and configuration
of the Spack software management system. The initial remote build
was an excellent test run for the fully remote method.

3.2 Langston University
Our first fully-remote engagement began during the fall of 2019,
when Dr. Franklin Fondjo of Langston University reached out to the
XCRI team, wishing to develop a new branch of the XCBC toolkit,
to support the use of the xCAT[1] provisioning software, rather
than Warewulf[21]. This engagement took the form of roughly
bi-weekly 2-3 hours meetings, in which Dr. Fondjo and worked
with XCRI staff to update the Ansible playbooks which make up the
XCBC toolkit, and deploy them on hardware local to Langston (the
Lucille cluster), used for high-energy physics and computer science
research. In addition to use of xCAT, XCRI also helped configure
two different portals for Lucille - JupyterHub and RStudio Server,
in addition to a list of scientific software needed at Langston. Dr.
Fondjo assisted in the development effort of these as well, which
were folded back into both the XCBC and the Jetstream Virtual
Cluster toolkits.

This was the second time XCRI worked with a partner to ex-
pand the toolkit[5], and was successful despite the remote format.
While the initial xCAT build finished in late 2020, by mid 2021,
more hardware arrived, and Dr. Fondjo wished to migrate back to
the Warewulf software, as more sites in the region and adjacent
ecosystem were using it. This resulted in a second round of remote
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Figure 1: Comparison of hours worked over the course of a year while engaging with a site. This does NOT reflect specific data,
but rather the typical forms of both types of interaction.

visits, in a bi-weekly meeting format, where the Lucille cluster was
fully rebuilt to incorporate the new hardware, cluster management
software, research portals, and scientific software.

3.3 University of Central Oklahoma (UCO)
While engaged with Langston University, the XCRI team also re-
ceived a request to work with Dr. Evan Lemley and a student ad-
ministrator at the University of Central Oklahoma, to rebuild their
local HPC system, known as Buddy. After initial consultation, Dr.
Lemley wanted to implement the basic XCBC toolkit with the ad-
dition of an Open OnDemand[9] gateway. The teams set a hybrid
schedule, with the initial 5-day site visit spread across two weeks
in order to reduce "zoom fatigue", and to accommodate complex
schedules at the beginning of the semester. With the flexibility af-
forded by remote work, the visit was able to begin in earnest much
more quickly than if a full trip was necessary. Once the base cluster
build was complete, work turned to development effort, where the
student admin and XCRI staff met bi-weekly to advance the goal
of adding Open OnDemand to the XCRI toolkit. That effort took
place the following spring from the initial build, due to scheduling
requirements. Meeting bi-weekly From late February, 2021 to May,
2021, the team updated the XCBC toolkit with a branch allowing
Open OnDemand to be fully installed alongside the base XCBC
software stack. Not only did this empower UCO with a performant
graphical interface for students using the cluster, it allowed the
XCRI team to offer that same capability to future sites. The final
build of "Buddy" consisted of 37 nodes, including 2 GPU and Intel
Xeon Phi nodes[11].

3.4 Southwestern Oklahoma University
(SWOSU)

The final remote “visit” took place with Southwestern Oklahoma
State University (SWOSU). This engagement took place from Spring
of 2021 to Summer of 2022, covering multiple cluster rebuilds and

student administrators. Initially, Dr. Jeremy Evert of SWOSU con-
tacted XCRI, asking for assistance building a local HPC resource
with donated hardware, for teaching purposes, and to help a student
admin gain HPC skills. The first build of "Duke" consisted of only 4
nodes, each with 32 cores and 256 GB of RAM, which were formerly
large Data Transfer Nodes for use in the One OCII[12] network.
The final build contained some 120 nodes of donated hardware,
which Dr. Evert learned about thanks to the deeper involvement
with the US Research Computing ecosystem gained from working
with the XCRI team. The initial “visit” was carried out after just two
or three initial consulting sessions, As usual, the build happened
over 5 days spread out over two weeks, with semi-regular followups
throughout the Fall. Given the need for student admin education,
the XCRI team focused strongly on ensuring the student admin had
hands-on as much as possible.

During the following spring, the XCRI team worked with the
SWOSU admin to implement an Open OnDemand portal for "Duke".
However, the team encountered package conflicts with the latest
OpenHPC release, and spent several sessions working together
to resolve these, modelling good collaboration with open-source
software projects. Near the end of that spring, a new student admin
came on-board, and the project shifted to assisting with the training
and transition of the new student admin. Through the following
summer, the XCRI team worked with the new admin to train them
in HPC administration, and saw them engage deeply with the com-
munity, participating in both PEARC and SC, while keeping the
cluster running for use by courses during the Fall semester. At this
point, the remote engagement closed with the end of funding to
XSEDE.

3.5 Outcomes
There is a wide spread in outcomes from the sites the XCRI team
has worked with. In some cases, there was little to no feedback
from the site after the visit, while in others, long-term collaboration
emerged and led to greater engagement with the wider community.
Outcomes range from "completely unknown" to "we know the
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system supported several graduate students in their studies" to "the
new RC program is thriving, continuing to bring in new funding
and hardware". It is largely through effort and buy-in from the local
sites, of course, that the latter outcomes are possible, and these
are also typically cases where engagement with the XCRI team
is more extended. The “2nd-order” network effects of knowing
professionals in the RCD field become quite large when viewed at
the level of a small institution or career.

3.5.1 Career Outcomes. In many cases, site visit representatives
and local administrators went on to enjoy greater prosperity and
opportunity in their careers shortly after working with XCRI. In
some cases, there is direct attribution possible, while in others
the water is murkier. In five known cases, site personnel went
on to either more permanent employment in the RCD field or
made significant upward career moves within the RCD field after
gaining experience and exposure to the community by working
with the XCRI team. In one case, a site was able to access and
successfully use $400,000 in donated hardware thanks working
with the team. Several other site visit contributors have continued
to take on significant volunteer roles within the community, serving
as members of the OpenHPC[15] Technical Steering Committee, the
Campus Champions network, NSF review panels, Supercomputing
student programs, PEARC conference committees, and the Campus
Research Computing Consortium (CaRCC).

4 CONCLUSIONS
The activities of the team formerly known as Campus Bridging
reveal evidence for the diverse ways that boosting research com-
puting capabilities, and more importantly, knowledge, at smaller
institutions can have ripple effects well beyond the boundaries of
those institutions. In multiple instances, this has resulted in ca-
reer improvements for students or beginning RCD staff, without
touching on the number of local students or researchers who were
impacted by having local access to a an XSEDE-like HPC resource.
The effects of this work have been transformative in many cases,
and point to an effective method of energizing the RCD pipeline
and ecosystem across the US. While difficult to scale, this effort was
carried out with only 2.5 FTE for the last 6 years, in part due to how
effective long-term remote mentorship is at up-skilling individuals
supporting smaller institutions.
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