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ABSTRACT

Higher cognitive process efforts may result in mental exhaustion,
poor performance, and long-term health issues. An EEG-based
methods for detecting a pilot’s mental state have recently been
created utilizing machine learning algorithms. EEG signals include
a significant noise component, and these approaches either ignore
this or use a random mix of preprocessing techniques to reduce
noise. In the absence of uniform preprocessing procedures for clean-
ing, it would be impossible to compare the efficacy of machine
learning models across research, even if they employ data obtained
from the same experiment. In this study, we intend to evaluate
how preprocessing approaches affect the performance of machine
learning models. To do this, we concentrated on fundamental pre-
processing techniques, such as a band-pass filter and independent
component analysis. Using a publicly accessible actual physiolog-
ical dataset gathered from a pilot who was exposed to a variety
of mental events, we explore the influence of these preprocessing
strategies on two machine learning models, SVMs and ANNs. Our
findings indicate that the performance of the models is unaffected
by preprocessing techniques. Moreover, our findings indicate that
the models were able to anticipate the mental states from merged
data collected in two environments. These findings demonstrate
the necessity for a standardized methodological framework for the
application of machine learning models to EEG inputs.
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1 INTRODUCTION

Detecting the pilot’s mental state is critical to ensuring the safety of
the plane’s flight path [1.]. Performance measures, questionnaires,
and neurophysiological methods such as brain activity have all been
shown by researchers to be effective in detecting people’s mental
states [2.]. In particular, brain activity measures using electroen-
cephalography (EEG) have been shown to be the most effective
method of identifying the mental state of pilots. This is due to the
fact that EEG signals can capture brain activity with great temporal
resolution [3.]. Thus, improved machine learning models have been
built to reliably diagnose mental states by capturing variance prop-
erties in EEG data. Support Vector Machines (SVMs) and Artificial
Neuronal Networks (ANNs) are examples of such efforts [4.].

However, neuroscientists have demonstrated that EEG signals
are susceptible to noise. Numerous efforts have been made in the
past to improve data preprocessing procedures to reduce noise,
and standardized protocols for cleaning EEG data have been con-
structed.

The machine learning algorithms that utilize EEG signals do
not, however, adhere to a typical data decontamination approach.
Due to these anomalies in their data preparation, it is impossible
to quantify the true impact of machine learning models. Second,
even when utilizing the same experiment’s data, it is impossible
to compare the outcomes of various experiments. In light of these
facts, there is still work to be done on the standardized artefact
removal procedure to be used in machine learning [5.-7.].

Consequently, the purpose of this work is to address the follow-
ing research question: "What are the impacts of various preprocess-
ing procedures on the performance of machine learning models
that use EEG data to classify the pilot’s mental states?" We examine
the influence of applying various preprocessing approaches to EEG
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data using SVM and ANN algorithms. The SVM and ANN models
were trained with data collected from a pilot in a non-flight envi-
ronment, a flight environment, and merged flight and non-flight
environment data using a 5-fold cross-validation method. The train-
ing data of the SVM and ANN models consists of unprocessed data,
filtered data, and data that has been filtered and eye blinks were
removed from it.

The paper is organized as follows: An overview of mental states
and related research studies can be found in the second section.
In Section 3, the methods will be described. Section 4 presents the
findings and a discussion. Section 5 summarizes and concludes.

2 BACKGROUND

A substantial influence on a pilot performance within a complex
working system has been recognized as mental workload. Over-
load or underload can both reduce performance and have a direct
impact on the efficiency and quality of the system’s operation. To
ensure a functioning and successful human-system collaboration,
monitoring and detecting mental states has become a critical job
[8.]. Self-report methods such as questionnaires or assessments of
performance on a secondary task have long been used to assess
mental states [9.]. Individuals must, however, be trained to under-
stand the instrument used to report their mental workload [10.].
Therefore, such strategies may increase the subject’s workload.
Thus, recent research has studied the feasibility of classifying men-
tal states using EEG recordings of brain activity. Neuroscientists
have discovered, however, that EEG signals are sensitive to noise
interference (artefacts), which could be internal or external sources.
External artefacts may come from instruments or the subject’s body,
and internal artefacts include ocular, muscle, and cardiovascular
activities [11.]. There is a chance that noise in the EEG signal will
degrade the quality of the data and thus the precision of the mod-
els used in the analysis. As a result, removing artefacts is a key
requirement before using the acquired EEG data [12.].

2.1 Mental states classification

EEG signals could efficiently indicate the pilot’s mental state. Due
to its ability to gather accurate data representations of features,
machine learning has recently been successfully applied to EEG
analysis [13.]. For EEG preprocessing, some studies applied noise
reduction methodologies; however, the efficacy of each strategy
on machine learning models for mental state classification has not
been evaluated. Such models cannot be compared due to the lack
of a consistent preprocessing framework.

In a simulation environment, Chaudhuri et al. [14.] applied a
band-pass filter to the EEG data to remove extraneous signals and
the SVM algorithm to identify normal and fatigue states. As a result,
their classification accuracy has increased by an average of 86%.
The band-pass filter was also utilized in the investigation by Han
et al. [15.]. Nonetheless, the frequency range has been adjusted to a
different value. In this work, the sampling frequency was adjusted
between 0.1 and 50 Hz, and the ICA components pertaining to eye
blinks and movements were eliminated. Using SVMs, k-Nearest
Neighbors (k-NN), Logistic Regression (LR), Random Forest (RF),
shrinkage Linear Discriminant Analysis (SLDA), and deep Convolu-
tional Neural Network (CNN) classifiers, the preprocessed data has
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been utilized to detect four distinct mental states induced by four
benchmark activities. The obtained classification accuracy ranged
between 64% and 83%. A notch filter is an additional type of filter
that has been applied. In their investigation, Binias et al. [16.] used
the EPOC+ headset, which contains an integrated digital 5th-order
Sinc filter, notch filters at 50Hz and 60Hz, and a band-pass filter
between 0.16 and 43 Hz. LDA, k-NN, SVMs, RF, and ANNs have
categorized two mental states that were induced to distinguish
between states of brain activity associated with idle but concen-
trated anticipation of a visual cue and a reaction to it. The average
accuracy of the proposed models ranges from 67 to 78%. The But-
terworth band-pass filter with a high-pass cut-off frequency of 0.5
Hz and a low-pass cut-off frequency of 50 Hz was used in [17.],
but the authors left ocular artefacts in their data. The filtered data
was then incorporated into a two-stream neural network (TSNN)
model for a three-class mental workload classification task [18.].
The model’s average degree of accuracy is 91.9 percent. According
to published studies, using preprocessing methods developed by
neurobiologists, machine learning researchers have attempted to
reduce noise from their EEG data. However, there is no standard
preprocessing approach that everyone follows. In particular, the
band-pass filter approach, which appears to be the most popular
tool, has been characterized in a variety of ways.

In addition, event participants classify the same dataset using
various preprocessing methods. Using their dataset, Harrivel et al.
[19., 20.] performed attention-related human performance-limiting
states (AHPLS) classification. The authors examined frequency
domain components between 0 and 40 Hz using the A Lomb-
Scargle frequency transform during the artefact removal phase.
This method of spectral analysis takes sample rate abnormalities
into consideration. The authors have achieved 82% AHPLS clas-
sification accuracy with a Deep Neural Network (DNN) model.
Harrivel et al. [20.] generated 40 power spectral density (PSD) fea-
tures per channel to represent the EEG frequency bands between 1
and 40 Hz. Using gradient boosting, RF, and SVM classifiers, they
achieved 50 to 78% classification accuracy. The AHPLS dataset was
also utilized for AHPLS classification in the Terwilliger et al. [21.].
However, no preprocessing approaches to eliminate signal artefacts
were utilized. The proposed ResNet Autoencoder model has been
fed with the original data for AHPLS detection. They have under-
taken an analysis to determine whether or not there is an event. In
their study, the proposed model showed a low rate of false positives
and false negatives.

Although neuroscientists propose various EEG preprocessing
guidelines [6., 22., 23.], they are rather general and not universally
accepted. Therefore, it is up to the researchers to determine which
noise-removal method will be the most effective. In addition, the
process for some existing pipelines includes a visual inspection and
hand labeling [24.]. While these techniques can be highly beneficial
for reducing signal noise, they have three limitations. First, these
techniques are time-intensive, especially when working with huge
datasets. Then, this can introduce bias into the analysis [25.]. Lastly,
they restrict the use of such pipelines in automated procedures.

Machine learning articles for EEG analysis do not take into ac-
count the effect of preprocessing processes, hence findings cannot
be compared across studies. In order to determine the effect of pre-
processing strategies on machine learning models, we conducted
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nine experiments employing three experimental preprocessing sce-
narios on EGG data collected from a pilot in three distinct settings.
Using a 5-fold cross-validation method, we created and trained
SVM and ANN models with non-flight environment data, flight
environment data, and merged flight and non-flight environment
data. The training data of the SVM and ANN models comprises
unfiltered data, filtered data, and data from which eye blinks have
been removed. The following section presents the used cases as well
as a framework for removing EEG artefacts for machine learning
model evaluation.

3 METHODOLOGY

3.1 Data Acquisition

The dataset was acquired from the website of NASA’s open data
portal. It contains experimental EEG data gathered from a pilot who
was required to complete tasks in two environments. Included in the
tasks were resting tasks, benchmark tasks meant to elicit AHPLS,
and experimental flight situations. LaRC’s Research Flight Deck
and Cockpit Motion Facility were utilized for the collecting of data.
A psychophysiological sensor was utilized to measure electroen-
cephalography (EEG) signals using an Advanced Brain Monitoring
X24 EEG System. The EEG system consists of 20 electrodes in the
standard 10-20 format + POz (Fz, Cz, Pz, F3, F4, C3, C4, P3, P4,
01, 02, T5, T3, F7, Fp1, Fp2, F8, T4, and T6 with Linked Mastoids)
with sampling rate of 256 Hz. The signals were captured in two
distinct contexts, a motion-based flight simulator and a non-flying
environment. The pilot did a complete flying simulation using the
motion-based flight simulator (take off, flight and landing) [26.].
The pilot conducted three benchmark activities outside of the flight
simulation environment. The situations that the pilot encountered
during the experiments were designed to elicit one of the three
cognitive states listed below:

e Channelized Attention (CA): the state of concentrating on a
single task. The benchmarking process is triggered by having
the pilot play a puzzle-based video game.

e Diverted Attention (DA): the state of having one’s atten-
tion diverted by decisions-related behaviors or thinking pro-
cesses. This is accomplished by having the pilot conduct a
display monitoring task while math problems appear inter-
mittently and must be solved before returning to the moni-
toring task.

e Startle/Surprise (SS): it is induced by showing the pilot jump-
scare movie clips.

The EEG data was downloaded in CSV format. To perform fun-
damental and sophisticated preprocessing approaches, we used an
open-source library (MNE-Python) and generated an appropriate
object for continuous EEG data’s core data structures (i.e., raw ob-
ject) [27.]. The core data structures object is initialized with the
necessary fields of information, including a list of channel names
and types, the standard montage naming schemes, and the sampling
frequency. The EEG data were then segmented into trials of one
second with no overlap. We gathered 872 samples (i.e., CA: 352, DA:
46, SS: 15, No Event (NE): 459) from the non-flying environment
data and 4053 samples (i.e., CA: 432, DA: 52, SS: 30, NE: 3539) from
the flight simulator environment data.
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Table 1: Preprocessing cases

Case Preprocessing procedure

1 None (EEG Raw data)

2 Band-pass filtering

3 Band-pass filtering and ICA

3.2 EEG Preprocessing

EEG preprocessing involves multiple strategies. Some can reduce
data noise automatically, while others must be performed manually.
The purpose of this work is to examine the impact of preprocessing
procedures that can only be performed automatically, i.e., without
human interaction. The benefit of an automatic processing analysis
is that it eliminates the problem of subjective marking of artefacts
by visual inspection [25.]. Consequently, we study the impact of the
two most prevalent preprocessing approaches, a band-pass filter
and ICA. As a result, we have three experimental cases for each type
of environmental data: non-flight environment data, flight environ-
ment data, and flight and non-flight environment data combined.
Following is a description of the three experimental cases:

Case 1 - Unprocessed Data: The data have not been preprocessed.
Figure 1 illustrates a 10 second window of the unprocessed EEG
data collected from the pilot in a non-flight environment.

Case 2 - Band-pass Filter: In this instance, a band-pass filter
(finite impulse response (FIR), 1-50 Hz) was utilized to minimize
artefacts and increase signal-to-noise ratio (SNR) appears in Figure
1. Figure 2 illustrates the filtered EEG data.

Case 3 - Band-pass Filter + ICA: To extract the artefact compo-
nents from the EEG signals in this instance, ICA was applied to the
filtered signals from the previous phase (Case 2) using the Fastica
approach [12.]. After partitioning the multichannel EEG into ICs,
eye blinks, as it can be seen from Figure 2 at the fifth, seventh and
eighth seconds in channel Fp1 and Fp2 which are the channels near
the eyes, were automatically recognized and rectified. As shown in
Figure 3, eye blinks are removed from the EEG signals. Table 1 is a
summary of our three preprocessing cases.

3.3 EEG Feature Extraction/Engineering

The objective of feature extraction is to identify EEG signal prop-
erties. Various variables have been utilized in the literature for
EEG classification. Regarding our features, the data were spatially
filtered using the Xdawn technique [28.], and Tangent space projec-
tion was then used to transfer a set of covariance matrices belonging
to a manifold into a Euclidean space where they can be considered
as vectors [29.]. This mapping process permits the application of
cutting-edge classifiers within the Riemannian framework.

3.4 Classification Models

In general, machine learning is the generation of knowledge
through experience by a computer system. This means that the sys-
tem receives examples of actual situations and, rather than simply
memorizing them, it identifies common principles among examples
within the same class. The system can generalize and assign new
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Figure 1: The unprocessed EEG signal
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Figure 2: The filtered EEG signal
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Figure 3: The EEG signal after filtering and removing eye-related artefacts

events to predefined classes following a training phase. To investi-
gate the effect of preprocessing techniques, we verified our cases
in SVMs and ANNs models.

SVMs. As large margin classifiers, SVMs are widely employed.
SVMs have the characteristic of attempting to classify objects into
classes with the largest possible object-free area surrounding them.
Within a vector space, every object is represented by a vector. A
SVM searches for a hyperplane that separates classes in this space.
The data separation procedure can be linear or non-linear, depend-
ing on the SVM kernel employed. In non-linear separation, the vec-
tor space and its objects are transformed into a higher-dimensional
space, allowing for plane-based linear separation. After reverting
to a space with fewer dimensions, the linear hyperplane becomes
non-linear and may even be discontinuous [30., 31.]. In this study,
we employed the Radial Basis Function (RBF), which is the preferred
non-linear kernel.

ANNs. ANNs were presented for the first time in the early 1940s,
and they are particularly useful in situations when little is known
about the issue. The architecture of an ANN is determined by the
number of layers, the number of specific neurons (nodes), and
the manner in which they are linked (edges). There are input and
output layers as well as one or more hidden layers in ANNs. The
network’s structure is dependent on the number of hidden layers.
In this research, the ANN consisted of a one-layer network trained
by 100 iterations of back-propagation [32.] utilizing one layer.
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4 RESULTS AND DISCUSSION

This section covers several experimental results alongside an anal-
ysis of the models’ performances. Table 2 summarizes the classi-
fication results of the non-flight environment data, the flight en-
vironment data, and merged flight and non-flight environments
data, respectively. The confusion matrix for 5-fold cross-validation
results using non-flight environment data is depicted in Figure 4
(a,b,c), flight environment data is depicted in Figure 5 (a,b,c), and
merged data (flight and non-flight environments) is depicted in Fig-
ure 6 (a,b,c); where a symbolizes the unprocessed data, b symbolizes
the filtered data, and ¢ symbolizes the data that has been filtered
and eye blinks have been removed.

Case 1. Table 2 demonstrates that, for Case 1, in which we used only
raw data without any preprocessing, all adopted machine learning
models are able to record relevant information and classify with a
high model performance score, particularly, the SVM model.
Non-flight Data. Table 2a demonstrates that the SVM model has
the highest accuracy, at 91.1 %, closely followed by the ANN model,
at 90.6 %. However, Figure 4a depicts the confusion matrix of the
SVM model, from which a number of observations can be derived.
First, the adopted model was incapable of accurately detecting
the startle/surprise state. In fact, all fifteen samples of the star-
tle/surprise state were anticipated to be normal (no event) states. In
addition, 34 of the 46 samples for diverted attention states and 17
of the 352 samples for channelized attention states were incorrectly
predicted as normal states. We hypothesize that the significantly
class-imbalanced dataset is the cause of these inferior outcomes. As
the majority of poorly predicted samples were predicted as normal
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Table 2: The classification accuracies

Model Cases Unprocessed data Filtered data Filtered data and ICA
SVM 91.1% 90.9% 91.3%

ANN 90.6% 90.0% 88.6%

a) The effect of the preprocessing cases on the non-flight environment data

Model Cases Unprocessed data Filtered data Filtered data and ICA
SVM 91.7% 90.9% 90.8%

ANN 90.7% 90.0% 90.0%

b) The effect of the preprocessing cases on the flight environment data

Model Cases Unprocessed data Filtered data Filtered data and ICA
SVM 90.8% 90.2% 89.9%

ANN 88.9% 88.4% 88.2%

c) The effect of the preprocessing cases on the merged environments data

states, the results imply that the signal-to-noise ratio of the dataset
is low. The presence of noise in a data set can have a negative
effect on the performance of learning algorithms, since it can make
models more complex and lengthen learning times.

Flight Data. When examining model accuracy in Table 2b, we
notice that SVM remains the best model. The model accuracy of the
SVM and the ANN is 91.7% and 90.7%, respectively. Figure 4b depicts
the confusion matrix of the SVM model from which a number of
observations can be recovered. Even though roughly 87% of the data
set consists of occurrences of the normal state, the model correctly
predicted 201 out of 432 instances of the channelized attention
state. Despite such outcomes, the SVM model proved incapable
of predicting startle/surprise and diverted attention mental states.
This dataset has a higher-class imbalance than the dataset from the
non-flight environment. These unbalanced data can significantly
diminish a model’s accuracy.

Merged Data. It can be seen from the data in Table 2c that the high-
est accuracy score is still the SVM model which is 90.8% compared
to the ANN model which is 88.9. Figure 4c depicts the confusion
matrix of the SVM model, from which several observations can
be reconstructed. We noticed that after merging the data collected
from the pilot in different environments, the model performed
slightly better compared to the result from Figure 4b. Specifically,
10 of the 85 samples of the diverted attention states were accurately
classified. It may be assumed that the increased model precision
was a result of the greater number of minority class samples.
Case 2. In Case 2, we used band-pass filtering to eliminate artefact
components from our dataset. With a few exceptions, we notice
the same pattern of Table 2 results as in the preceding case.
Non-flight Data. Table 2a shows that the SVM model has the
highest accuracy. Nonetheless, the accuracy of the SVM and ANN
models declined by 0.2% and 0.6%, respectively, when compared to
the results from Case 1. The confusion matrix of the SVM model is
illustrated in Figure 5a. Figure 5a’s confusion matrix is relatively
comparable to that of Figure 4a’s.

Flight Data. Taking into account the accuracy score in Table 2b,
the best model is the SVM. Nonetheless, it dropped by 0.8% when
compared with its in Case 1. Figure 5b depicts the confusion matrix
of the SVM model. We noticed a significant decrease in the precision
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of the correctly predicted samples of the channelized attention (29
fewer samples) compared with its in Case 1.
Merged Data. According to Table 2c, SVM is still the optimum
model when compared to ANN. However, the accuracy of the SVM
and ANN declined by 0.6% and 0.5%, respectively, when compared to
their performance in Case 1. Figure 5c illustrates the SVM model’s
confusion matrix. The matrices of confusion in Figures 5c and 4c
are comparable to some extent.
It appears from the data that band-pass filtering has no positive
effect on the performance of the model. The model’s performance
did indeed slightly regressed. In addition, it could alter the EEG
signal in some way, which would mean we would lose some of the
data’s content.
Case 3. We eliminated extra eye-related artefact components from
our dataset in Case 3 using the ICA technique. With a few deviations,
Table 2’s results follow the same patterns as Case 2’s, with few
notable outliers.
Non-flight Data. According to the data in Table 2a, the SVM model
has the highest accuracy score, followed by the ANN model. Al-
though the accuracy of the SVM model increased by 0.2% compared
to Case 1, the accuracy of the ANN model decreased by 2%. The
SVM model’s confusion matrix is depicted in Figure 6a. Figures 6a
and 4a show two similar confusion matrices.
Flight Data. Table 2b shows that the SVM is the best model for
flight environment data, followed by the ANN. In comparison to
Case 1, the SVM and ANN models’ accuracy dropped by 0.9% and
0.7%, respectively. The SVM model’s confusion matrix is depicted
in Figure 6b. In comparison to Case 2, a minor gain in precision
was seen in Case 3 after eye-related artefacts had been removed,
despite a large drop in precision in the correctly predicted samples
of channelized attention when compared to Case 1.
Merged Data. With respect to Table 2¢’s accuracy score, the best
model is the SVM, which decreased by 0.3 percent from its per-
formance in Case 1. Figure 6¢ depicts the confusion matrix of the
SVM model. Compared to Case 2, we noted that the precision of the
channelized attention state samples accurately predicted in Case 3
rose slightly.

Generally, after applying the ICA technique to remove more
eye-related artefacts from EEG signals, we find a further slight
regression in model performance in this Case 3. The ICA does not
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Figure 4: SVM model’s confusion matrix for unprocessed data collected from a pilot in a) non-flight environment, b) flight
environment, and c) merged non-flight and flight environments

appear to have had much of an impact on model performance. There Lastly, with a few exceptions, these results indicate that the
appears to be a slight regression especially in the ANN model’s model’s performance marginally deteriorates when more prepro-
performance in this case, despite the fact that ICA can remove cessing approaches are introduced to the pipeline for two datasets
unnecessary information from the data. gathered from different environments and a merged dataset. Case

3 was the exception, as a band-pass filter and ICA were applied
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Figure 5: SVM model’s confusion matrix for filtered data collected from a pilot in a) non-flight environment, b) flight environ-

ment, and c) merged non-flight and flight environments

to the non-flight environment dataset. In this instance, we saw a
minuscule boost of 0.2% in the performance of the SVM model. As
shown in Figure 6a’s confusion matrix, the SVM model accurately
predicted two more samples of channelized attention and one more
sample of diverted attention compared to Case 1. EEG artefacts are
typically removed using preprocessing techniques such as filters,
which may also induce temporal distortions onto the signals. The
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visual interpretation of experts and the use of machine learning
algorithmic processing and analysis are both hampered by artefacts
in EEG data. In addition, the SVM and ANN models were incapable
of predicting the startle/surprise and diverted attention mental
states using any of the two preprocessing strategies reported in
this study. A more advanced preprocessing technique on the EEG
signal is therefore justified in identifying during an experiment
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Figure 6: SVM model’s confusion matrix for unprocessed data collected from a pilot in a) non-flight environment, b) flight
environment, and c) merged non-flight and flight environments

brain electrical background activity that is unique to a cognitive
task.

high-class imbalance and signal contamination. The vast majority
of machine learning techniques presume that data is uniformly

In addition, results show that standard machine learning models,
such as SVMs and ANNSs, were more effective at getting things
started. However, neither model could detect the mental states of
startle or surprise. This issue is mostly attributed to the dataset’s
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distributed. Consequently, when used with a dataset that has an ir-
regular distribution of classes, the classifier tends to be more biased
towards the majority classes, resulting in an inaccurate classifi-
cation of the minority classes. Therefore, the model’s inability to
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distinguish between startle/surprise and the other mental states is
a logical consequence.

5 CONCLUSION

In this study, we investigated the effect of neuroscientist-defined
preprocessing approaches on the performance of machine learn-
ing models. To study the effect of preprocessing techniques, we
restricted our attention to the band-pass filter and the ICA algo-
rithm. Using a publicly available EEG signals dataset, we validated
the impact of these preprocessing strategies on a dataset that is
used to train two machine learning models called SVMs and ANNS.
Our results indicate that simple preprocessing approaches, such
as band-pass filtering and ICA for eye-related artefacts, have no
positive effect on the performance of the machine learning models.
Our results also indicate that both models were able to operate on a
dataset containing information from two distinct environments. In
addition, our results indicate that EEG signals preprocessed solely
with a band-pass filter exhibited a small regression in classification
performance across all models. Similarly, we discovered that our
models were unable of differentiating the startle/surprise mental
state class from the other classes due to the dataset’s extreme class
imbalance. While the overall performance of the models is satis-
factory, additional work is required to effectively categorize the
"startle/surprise,’ "channelized attention,’ and "distracted attention"
classes. The extraction of brain activity that is unique to a particular
cognitive task necessitates more complex strategies for locating the
pertinent information in raw data. Future research should consider
a sophisticated automated preprocessing pipeline to automatically
detect signal artefacts and correct or delete them. In this study, the
effects of two artefact removal strategies, a band-pass filter and the
ICA algorithm, were examined. Our favorable results inspire addi-
tional investigation into the impact of different artefact removal
strategies. In addition, we would like to assess the impact of these
strategies on a wide variety of deep learning models, such as CNN.
Finally, we will study how EEG preprocessing approaches can be
included into the deep learning model.
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