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ABSTRACT
Conversational agents (CAs) that deliver proactive interventions
can benefit users by reducing their cognitive workload and im-
proving performance. However, little is known regarding how such
interventions would impact perception of CA’s appropriateness in
voice-only, decision-making tasks. We conducted a within-subjects
experiment (N=30) to evaluate the effect of CA’s feedback deliv-
ery strategy at three levels (no feedback, unsolicited, and solicited
feedback) in an interactive food ordering scenario. We discovered
that unsolicited feedback was perceived to be more appropriate
than solicited feedback. Our results provide preliminary insights
regarding the impact of proactive feedback on CA perception in
decision-making tasks.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting design and evaluation methods; Auditory feedback.
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1 INTRODUCTION
Conversational Agents (CAs) such as Amazon Alexa, Apple Siri,
or Google Home are becoming increasingly ubiquitous. According
to The Smart Audio Report, in April 2022 over 82 million people
owned a smart speaker in the United States alone [24]. While CAs
are still predominantly used for simple tasks such as checking the
weather, playing music, or setting alarms [1], a growing number of
users are expecting to use them routinely for purchasing products
and services online [24]. An analogous trend can be also observed
for personalised conversational recommender systems [15].

The growing popularity and increased usage of voice-based CAs
could be partly attributed to their ever-improving natural language
processing capabilities. Recent developments in Deep Learning
have led to a rapid improvement in the quality of synthetic voices
in terms of intelligibility and naturalness, making them almost
indistinguishable from human speech [11]. Research shows that
CAs that sound like humans are generally perceived as significantly
more trustworthy [26] and likeable [18] than CAs with more ‘robot
like’ voices. However, a recent study found that virtual agents with
highly realistic, neural synthetic speech are perceived as more
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Figure 1: Comparison of solicited and unsolicited proactive
CA feedback strategies. Solicited feedback is only provided
once the user has acknowledged that they want to hear it.

eerie and less trustworthy compared to agents with less natural,
concatenative synthetic speech [7].

Building on previous research that elicited users’ expectations
regarding proactive CA support (e.g., [4, 8, 19, 20, 29, 34, 35]), our
work focuses on an interactive, voice-only decision-making sce-
nario to explore the impact of proactive interventions of a CA.
Specifically, we show that proactively providing feedback regard-
ing menu options affects perceived appropriateness of the CA. Our
investigation provides empirical insights on the impact of proactive
CA interventions in a standardised, voice-only decision-making
scenario which approximates capabilities of present day CAs.

2 BACKGROUND AND RELATEDWORK
Speech has been shown to be an effective tool for promoting reflec-
tion in the educational context [23], improving focus on task [14]
and increasing participants’ involvement in an exploratory data
analysis task [28]. While researchers highlighted that the role of
Artificial Intelligence (AI) should be to empower people and amplify
their skills rather than fully automate every task [32], as pointed
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out by Reicherts et al., how to provide the most effective and ap-
propriate proactive support for the users during interactions with
intelligent systems remains an open research problem [28]. Here
we present key concepts related to perception of feedback appropri-
ateness and discuss some studies that elicited users’ requirements
regarding proactive CAs.

2.1 Appropriateness of feedback
Research indicates that proactive dialogue strategies (taking initia-
tive to actively provide feedback) can lead to more positive percep-
tion of a conversational partner (inlc. more trust and higher compli-
ance) as compared to passive interaction (no feedback) [12, 16, 17].
Furthermore, compared to unsolicited feedback, solicited feedback
was found to be: more satisfying [2], less face-threatening [13]
(less harmful to one’s self-image), and more likely to be utilised [6].
These findings are in line with the Advice Response Theory [21]
which postulates that threats to esteem, face, and/or identity are
the key factors that affect individuals’ responses to persuasive and
supportive communication. The common strategy to handle unso-
licited advice recommended in communication literature [33] is to
ask if the recipient is willing to receive the feedback before actually
providing it. Accordingly, here, we follow this recommendation by
hypothesising that solicited feedback will positively affect users’
perception of a CA’s appropriatness.

2.2 Prior studies on Proactive CAs
Luria et al. [20] proposed three degrees of proactivity: reactive
(responds only when being directly asked), proactive (intervenes
by providing additional information but without providing recom-
mendations) and proactive recommender (intervenes and provides
recommendations). In their study, most participants liked the idea
of a proactive agent but none of the participants were happy with
an agent trying to limit their agency, for instance by preventing
them from ordering unhealthy food. In a similar vein, Zargham et
al. [35] investigated when conversational agent interventions are
appropriate. They found that emergency support and health-related
interventions are welcomed provided that the CA asks for the user
for permission to intervene. In another elicitation study, Völkel et
al. [34] explored how users envision a conversation with a perfect
voice assistant – the majority of their participants envisioned a CA
that is smarter and more proactive than currently available agents
and provides ‘well thought-through’ suggestions to solve problems.

In this paper, based on previous work that elicited users’ ex-
pectations regarding voice-based CA’s proactivity [20, 34, 35], we
investigate how different types of feedback interventions in an
interactive decision making task impact perceived appropriateness
of the CA. The main contribution of this work is that it provides
a full simulation of an in-person, voice-only interaction of users
with a proactive CA that goes beyond online evaluations which are
frequently limited to isolated prompts that lack a broader context,
and do not provide a real-time conversational experience.

3 USER STUDY
We conducted a 3x2 within-subjects experiment to evaluate how
the three feedback strategies of the CA Food Genie - No Feedback
(baseline), Solicited Feedback (with user’s permission), and Unso-
licited Feedback (without user’s permission) - affect the perceived
appropriateness of the agent.. Each participant was exposed to each
CA feedback strategy once. The order of feedback strategies was
randomised with the baseline always used as the starting condition,
to reflect a default, reactive interaction manner that is characteristic
of the current state-of-the-art CAs [35].

3.1 Research Hypotheses
Following our literature review on human-human [2, 6, 13, 33] and
human-computer dialogue [12, 16, 17, 30], and based on the results
of previous research which indicates that, in certain conditions,
users are open to receiving a proactive assistance from CAs [20, 34,
35], we formulate the following research hypotheses:

H1: A CA which provides solicited feedback will be per-
ceived as more appropriate compared a CA with no feed-
back.

H2: A CA which provides unsolicited feedback will be per-
ceived as less appropriate than a CA with no feedback.

Tomeasure how appropriate the agent’s conversational behaviour
was during each intervention, we used a one-question appropriate-
ness scale, described in Section 3.4.

3.2 Materials
The voice used in the experiment was developed with the Tor-
ToiSe text-to-speech (TTS) software.1 Specifically, we have chosen
an English voice called ‘William’ from the TorToiSe repository.
TorToiSe was inspired by the ‘zero-shot text-to-image generation
approach’ [27] —recently popularised by OpenAI’s DALL-E2 and
Google’s Imagen3, among others— which uses an autoregressive
decoder and a diffusion-based decoder. TorToiSe allows for high
accuracy in capturing vocal qualities of the speaker, leading to a
highly expressive and natural synthetic voices. However, due to
slow synthesis time (two minutes for 7-10 word sentences on aver-
age) it is prohibitive to use it in real-time applications. Therefore, in
our experiment we decided to adhere to highly structured scenarios.

All in all, our motivation for choosing TorToiSe was that: (1) the
software is open source, and (2) it is capable of creating a high
fidelity synthetic speech that outperformed any alternative open
source system in terms of naturalness. In order to validate our
selection, we conducted listening tests (𝑁 = 14), where participants
were asked to rate three corresponding speech samples generated
with TorToiSe and Tacotron 2 [10], alternative state-of-the art TTS
system. The results of Wilcoxon Signed-Rank tests (Bonferroni-
Holm corrected) indicated that in all three comparisons, TorToiSe
was perceived as significantly more natural than Tacotron 2 (𝑍1 =
2.86, 𝑝1 = .004;𝑍2 = 2.9, 𝑝2 = .004;𝑍3 = 2.01, 𝑝3 = .036).

Experimental prompts were generated with TorToiSe TTS. Each
menu item contained two options to facilitate choice and avoid
overloading the participants. For CA’s feedback interventions, we
1https://github.com/neonbjb/tortoise-tts
2https://github.com/openai/DALL-E
3https://imagen.research.google/

https://github.com/neonbjb/tortoise-tts
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Figure 2: Food Genie (CA prototype) in ‘active’ mode.

decided to use prompts providing nutritional remarks regarding se-
lected menu items. Specifically, we used the following two prompts:
‘Just to let you know, your selection is high in cholesterol. Would
you like to reconsider your choice?’ (Unsolicited Feedback) and ‘OK,
here is your feedback. Your [MENU ITEM] is high in salt. Would you
like to reconsider your choice?’ (Solicited Feedback). We focused
on cholesterol and salt as these nutrients are crucial for balanced
diet and preventing cardiovascular diseases [3, 22], and therefore
were likely to be considered as relevant to the participants. In the
‘Unsolicited’ feedback condition, feedback was provided after one
of the menu items has been selected (randomised order), while in
the ‘Solicited’ condition the users were asked if they wanted to hear
feedback once all menu choices have been selected (see Figure 1 for
an abstract illustration). For any out-of-scope queries, ‘Sorry, this
functionality is not supported at the moment.’ prompt was used.

3.3 Procedure
The experimentwas conducted as aWizard of Oz (WoZ) scenario [5],
where the CAwas simulated by a member of the research team who
selected synthesised prompts that were played through a wireless
speaker with the Sengled Solo light-bulb (shown in Figure 2).

Participants were instructed to say ‘Hey Genie’ at the start of
each task in order to initiate the conversation with the CA. We used
this wake word in order to reflect the interaction conventions of
modern smart speakers. Once the wake-word has been used, the
colour of the bulb has changed to blue to indicate that the CA was
active. We conducted three internal pilot studies to test and refine
both the design and implementation of our CA in all experimental
conditions. We also conducted additional training sessions for the
Wizard to develop their competency and experience in running the
studies and help to ensure that interaction consistency has been
preserved across all participants.

The experiment took place in the HCI lab of the University of
Luxembourg. Upon arrival to the lab, participants were briefed
about the study and told that they will be interacting with a proto-
type of an interactive food ordering CA called Food Genie. The next
stage was a food ordering task which consisted of three interactive
food ordering scenarios, where participants interacted with the
CA to book a three course meal. After each scenario, participants
answered the question regarding their perception about how ap-
propriate was Food Genie in delivering feedback. Finally, having
completed all tasks, participants were invited to a semi-structured

interview (due to space constraints we do not provide a full qualita-
tive analysis in this paper), where we asked them questions about
their experience with Food Genie. At the end, we informed them
that the CA was operated by a human.

During each task, participants were instructed to interact with
the CA to book a three-course meal (starter, main, and dessert).
There were three tasks in total, each with a distinct type of menu.
There were two food options available for each menu item.

Examples of participants’ dialogues under each experimental
condition are presented in Table 1.

3.4 Appropriateness Scale
After each food ordering scenario, participants were asked to rate
the appropriateness of Food Genie’s behaviour during the conversa-
tion on a scale from 1 (Very inappropriate) to 11 (Very appropriate).
We did not provide the participants with any additional instruc-
tions beyond asking them to treat Food Genie as a proxy system
for ordering their meal.

3.5 Participants and recruitment
Thirty participants took part in the experiment (16 F and 14M).
The average age of participants was 28 years (SD = 3.8). They were
recruited through the internal network of our institution, targeting
students and staff. Participants included both native English speak-
ers and non-native speakers who were fluent in English. Due to the
nature of our study (i.e., encouraging reflection on menu choices),
to avoid unintended psychological risks, the inclusion criterion
was that participants had not been diagnosed with a food disorder
and were comfortable discussing food-related topics. Participants
performed the assigned tasks in a dedicated laboratory room and
were rewarded with a 30 EUR gift voucher upon completion of the
experiment. The study was approved by the Ethics Review Panel
of the University of Luxembourg with the ID: ERP 22 – 051 C21LL.

4 RESULTS
On average it took participants 7 minutes and 58 seconds (SD =
1min and 40 s) to complete the three tasks: Baseline (M = 2min and
16 s, SD = 35 s), Solicited feedback (M = 2min and 55 s, SD = 35 s),
and Unsolicited (M = 2min and 46 s, SD = 49 s). The average time
of a semi-structured interview was 17min and 12 s (SD = 6min and
6 s).

The data distribution of our independent variable is presented
in Figure 3. An alpha level of .05 was used for all statistical tests.
We should note that we cannot use ANOVA because our depen-
dent variable is non-continuous and residuals are not normally
distributed (verified by the Shapiro-Wilk test). Therefore, we used
a linear mixed-effects (LME) model to analyse the data.

To control for the potential influence of confounding factors,
presentation order is considered an interaction effect (model covari-
ate) and users are considered a random effect. The model is coded
in R as:

appropriateness ~ condition * presentation + (1|user)

where condition is the feedback strategy. We then ran pairwise
comparisons (also known as contrasts) with Bonferroni-Holm cor-
rection to guard against over-testing the data. When referring to
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Table 1: Examples of conversational strategies followed by Food Genie (FGE) when interacting with participants (PAR). Notes:
In the Unsolicited condition, the feedback was provided after participants selected either their starter, main course, or dessert.
In the Solicited condition, the feedback was only provided at the end of the session and only if a participant agreed to hear it.

Baseline Unsolicited Solicited

FGE: (Presents menu options)
Which option would you like to choose?
PAR: Option one.
FGE: Thank you, all selections have been
now registered. Would you like to update
any of your choices?
[No Feedback]
PAR: No.
FGE: Your order is now complete, thank
you for using this service.
(conversation ends.)

FGE: (Presents menu options)
Which option would you like to choose?
PAR: Option two.
FGE: Thank you, your selection has been
registered. Just to let you know, your selection
is high in cholesterol. Would you like to reconsider
your choice?
[Unsolicited Feedback]
PAR: No.
FGE: Thank you, your selection has been registered.
By the way, did you find this information relevant?
PAR: No.
FGE: Thank you, your selection has been registered.
(continues...)

FGE: (Presents menu options)
Which option would you like to choose?
PAR: Option two.
FGE: Thank you, your selection has been
registered. Just to let you know, feedback is available
for one of your selections. Would you like to hear it?
[Solicited Feedback]
PAR: Yes.
FGE: Ok, here is your feedback. Your main course
selection contains high level of salt. Would you like
to reconsider your choice?
PAR: Yes.
FGE: Thank you, your selection has been registered.
(continues...)

CA feedback strategies we use following abbreviations: Base (Base-
line), Sol. (Solicited feedback), and Unsol. (Unsolicited feedback).
Based on the results, it can be observed that participants tend to
provide positive and extremely positive answers regardless of the
condition.

We found a statistically significant difference between the base-
line condition and the unsolicited feedback condition in terms of
feedback appropriateness, where the baseline was perceived as
significantly more appropriate (𝑝 = .013).

* (p = .015)
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Figure 3: Boxplot comparing perception ratings regarding
feedback appropriateness. Dots denote mean values.

All participants replied ‘yes’ to a solicited feedback offer. We
did not find statistically significant differences between the base-
line and solicited feedback on the appropriateness scale (𝑡 .𝑟𝑎𝑡𝑖𝑜 =

−2.051, 𝑝 = .09), and thus we reject H1.
We found statistically significant differences between the base-

line condition and the unsolicited feedback on the appropriate-
ness scale, where the baseline was perceived as significantly more
appropriate than the unsolicited feedback condition (𝑡 .𝑟𝑎𝑡𝑖𝑜 =

−2, 927, 𝑝 = .015). Therefore we found the evidence in support
of H2.

5 DISCUSSION
As noted in Section 3.1, the results of previous studies indicated
openness of users to receiving proactive feedback from their CAs [20,
34] and positive perception of CAs that provide solicited health-
related suggestions [29, 35]. This led us to hypothesise that solicited
feedback will be considered as more appropriate than no feedback
(H1), while the unsolicited feedback will be considered as less ap-
propriate than no feedback (H2).

We have not found support for our H1, with no statistically
significant difference between solicited feedback and the baseline
condition. This result can be attributed to the so called ‘ceiling
effect’, since participants’ appropriateness ratings for the baseline
condition approached the highest possible score. While this result
goes against our assumption, it also indicates that solicited feed-
back may be considered equally appropriate as the baseline, status
quo, condition. On the other hand, as hypothesised in H2, the base-
line strategy has been found significantly more appropriate than
unsolicited feedback (cf. Figure 3). This result could be linked to
scepticism regarding CA making dietary suggestions reported by
Luria et al. [20] and concerns regarding participants’ agency pre-
sented by Reicherts et al. [29] and Zargham et al. [35], or the belief
that a CA should not have, or express its own views [8]. While
participants of our study were more in favour of receiving feedback
from a CA rather than a human (9 out of 13 who expressed opinion
on the subject during the semi-structured interview), some found
CA feedback inappropriate (e.g., P6 ‘Why are you saying bad things
about the food that I am going to eat?’). Other participants have
also questioned the authority of the agent to provide them with
this kind of feedback (e.g., P2: ‘Who are you to be telling me that?’).
It could be argued that in both feedback conditions, Food Genie
violated participants social expectations regarding conversational
agents, which consequently yielded lower appropriateness scores.

The fact that solicited feedback was not considered as more ap-
propriate than the baseline may be explained by the timing of the
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intervention. In solicited condition, the CA’s feedback was provided
once all of the selections have been made (cf. Table 1), which po-
tentially could have created an impression that the CA is hiding
something from the participants by not disclosing the feedback
immediately. As indicated by Edwards et al. [9], CA’s spoken in-
terruptions should be delivered sooner if the task is considered
urgent.

5.1 Limitations
We are mindful that our study is subject to some limitations. First,
TorToiSe does not support real-time speech synthesis, which led us
to design a WoZ scenario with a limited number of menu options to
choose from. However, this design decision provided us with more
control over the experiment and helped to ensure high consistency
between trials. Second, we only used a male voice in our experi-
ment and left the exploration of the impact of female-synthesised
voices with the same software for future work, as the perceived
appropriateness of an agent may vary based on its gender [25, 31].
Nonetheless, it should be noted that the majority of participants
(N = 19) remarked that the voice of Food Genie was very natural,
friendly and pleasant to listen to.

6 CONCLUSION AND FUTUREWORK
Wehave investigated how a proactive feedback behaviour of a voice-
only CA affects its perceived appropriateness through an interactive
ordering scenario. We found that unsolicited feedback strategy
was perceived as less appropriate than the baseline condition (no
feedback). While our findings are preliminary, the investigation of
the impact of providing feedback during decision-making tasks is
pertinent, as CAs are starting to exhibit more proactive capabilities
and thus have potential to influence and even modify the user’s
behaviour.

In future work we will explore the relationship between the
perceived appropriateness of a CA and its trustworthiness and per-
suasiveness, and examine how these qualities map to participants’
behaviour in decision making scenarios beyond the one we have
explored in this paper. We will also conduct a qualitative coding of
the data collected during the semi-structured interviews to obtain
a better understanding of the participants’ perceptions of Food Ge-
nie, as well as their concerns and expectations regarding proactive
conversational support.
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