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We describe a message-filing capability which allows for the retrieval of messages according to 
contents. Messages are organized in large, general files such that frequent reorganization is avoided. 
The user specifies a filter which restricts the attention to a manageable subset of messages. Messages 
within the subset are retrieved for a final check. We discuss file organization and access method, as 
well as performance and implementation considerations. 

Categories and Subject Descriptors: B.1.5 [Control Structures and Microprogramming]: Micro- 
code Applications--special-purpose; C14 [Computer Systems Organization]: Performance of Sys- 
tems-modeling techniques; H.2.2 [Database Management]: Physical Design--access methods; 
H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing--abstracting methods; 
H.4.3 [Information Systems Applications]: Communications Applications--electronic mail 

General Terms: Design, Performance 

1. INTRODUCTION 

C o n s i d e r  an  office i n f o r m a t i o n  s y s t e m  a n d  t h e  m e s s a g e s  w h i c h  c i r cu l a t e  w i t h i n  
it. W e  wil l  a s s u m e  for  t h e  p u r p o s e s  of  t h i s  p a p e r  t h a t  t h e  m e s s a g e s  a r e  t ex t  
m e s s a g e s  in  m a c h i n e - r e a d a b l e  form.  W e  a re  i n t e r e s t e d  in  des ign ing  a m e s s a g e -  
f i l ing c a p a b i l i t y  w h i c h  h a s  t h e  fo l lowing  cha rac t e r i s t i c s .  

(1) I t  can  dea l  w i t h  a wide  v a r i e t y  o f  messages .  
(2) I t  c an  r e t r i e v e  t h e  m e s s a g e s  in  a f lex ib le  m a n n e r .  
(3) I t  p r o v i d e s  a s i m p l e  a n d  u n i f o r m  in t e r f ace  to  t h e  user .  
(4) I t  c an  be  i m p l e m e n t e d  e f f i c ien t ly  for  a l a rge  v o l u m e  o f  messages .  

W e  def ine  m e s s a g e s  as  cons i s t i ng  o f  a header a n d  a body [12]. T h e  h e a d e r  
c o n t a i n s  f o r m a t t e d  d a t a  r e p r e s e n t i n g  t h e  m o s t  i m p o r t a n t  c h a r a c t e r i s t i c s  of  t h e  
m e s s a g e s  (e.g., s ender ,  da te ,  de s t i na t i on ) .  T h e  b o d y  is t ex t  cons i s t i ng  of  a se r i e s  
o f  words .  W e  wil l  d e n o t e  b y  A0, A1 . . . .  , An t h e  a t t r i b u t e s  of  t h e  h e a d e r .  A0 is a 
spec i a l  a t t r i b u t e  w h i c h  c o n t a i n s  a u n i q u e  s y s t e m - w i d e  i de n t i f i e r  for  t h e  message .  
T h e  b o d y  wil l  be  d e n o t e d  as  a n  a t t r i b u t e  B of  t y p e  tex t .  A p a r t i c u l a r  m e s s a g e  will  
be  r e p r e s e n t e d  as  (ao, a l  . . . . .  an, b). Al l  m e s s a g e s  do  n o t  h a v e  to  be  of  t h e  s a m e  
type .  E a c h  t y p e  of  message ,  howeve r ,  is r e p r e s e n t e d  b y  a se t  of  a t t r i b u t e s  a n d  a 
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body. In the two extreme cases, we have the message type (A0, B),  tha t  is, 
documents,  and the message type (A0, A1 . . . .  , An), tha t  is, records. Forms as 
messages can be represented as (A0 . . . . .  A~, B) with the additional stipulation 
tha t  the values of A ' s  are dispersed within B. 

2. MESSAGE STORAGE AND RETRIEVAL 

People in offices find paper  messages by filing them appropriately.  A message 
file is a labeled container of messages which groups messages according to their  
meaning. For  instance, messages from a part icular  person about  a part icular  
project  are filed together.  Notice tha t  a message file in the office envi ronement  
allows filing of different types of messages within it (unlike a computer  file). To  
help pinpoint  the right file name for retrieval, file names can be s t ructured 
according to their  relationships. A common structure is a hierarchical  s t ructure  
as provided, for instance, by folders within drawers of file cabinets. People search 
a message file by scanning sequentially to obtain the appropriate message(s). 
The y  are guided by a partial  specification of the contents  of the message and by 
a certain vague image of what  the message looks like. 

The re  are some characteristics of office message files which we would like to 
retain for electronic filing. However,  there  are also limitations which we can and 
should avoid. First, we observe tha t  it would not  be difficult to duplicate the 
same kind of manual  message filing in terms of electronic messages. For  example, 
UNIX files provide hierarchical  directories for file names [14]. Within each file, 
messages can be stored sequentially as byte  strings. We only need to implement  
a sequential scan of messages which takes a sequence of bytes and displays it as 
a message. We would expect  to find such capabilities associated with any kind of 
file server as par t  of an office information system. However,  there  are some 
limitations in such a filing facility. 

First, the s t ructure of the files is seldom static. The  world changes, the message 
characteristics change, and their  filing method  should change accordingly. Even 
if we have achieved a perfect  filing method  encapsulated in a directory structure,  
it will soon be out of date. Reorganization of the files is difficult even in a 
computer  environment.  Messages will have to be reassigned to different files in 
a new directory. Second, many  messages can potential ly refer to many  subjects 
and should be associated with many  files. In such a case, we ei ther  have to 
duplicate the messages (with associated consistency problems) or we need to 
have pointers to messages ra ther  than  the /nessages  in many  files. Finally, no 
mat te r  what  file organization we choose we will not  easily be able to divide 
messages into small groups according to contents.  As a result, if the volume of 
the messages becomes high, the files will be large and sequential  scan will be t ime 
consuming. 

Clustering approaches have been used extensively in l ibrary environments  [15]. 
A possible disadvantage of this approach is tha t  the selection of index terms to be 
used has to be done by well-trained persons. We cannot  expect  people in an office 
environment  to be t rained or even to be willing to do this job. A second possible 
disadvantage of the clustering approach is tha t  it is static. An office environment  
is a changing one, and reclustering is a very expensive operation. 

We should augment  the filing capability with an access me thod  which can 
retr ieve messages according to contents.  In this way, messages can be organized 
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in general files rather than complex directories (e.g., 1981 general correspondence, 
project X memos). The information retrieval capability enables the user to 
retrieve the desired message from the file quickly. Since the messages are filed in 
very general terms, frequent reorganization of files is also not needed. 

It would be nice to retain the properties of sequential scan; that  is, messages 
are still retrieved one at a time simulating a sequential scan. It is, however, a 
"lucky" sequential scan. The user specifies a filter. Messages which do not qualify 
according to the filter are skipped. Messages which qualify are displayed. It is 
also important that they are displayed in a format recognizable to the user. In 
this way, the user can visually check the message before he accepts it. 

In this paper we will concentrate on the specification, analysis, and implemen- 
tation of such a filtering capability. We will assume that  all messages are stored 
in large, general files according to user and role. The specified filter restricts the 
attention to a manageable subset of the messages. Messages within the subset 
are obtained sequentially for a final check by the user. 

A major thesis of this paper is that the filtering capability does not have to be 
exact. We assume that the user will seldom be able to specify an absolutely tight 
filter. His specification in terms of contents will allow more messages to qualify 
in addition to the ones he absolutely wants. His visual inspection will finally 
pinpoint the desired messages. If the specification of the filter is not exact, its 
implementation does not have to be exact. In other words, suppose the specifi- 
cation of the filter allows 10 percent nonrelevant messages. If the implementation 
of the filter adds another 0.5 percent of nonrelevant messages the user will not 
care. The system could eliminate this extra 0.5 percent with some additional 
processing. However, it is as easy for the user to deal with 10.5 percent as to deal 
with 10 percent unwanted messages. This resiliency is present because we pass 
the results of the query to the user and not to a program. 

3. FILE ORGANIZATION 

Given a specification of the filter in suitable internal form, we need a file 
organization which restricts our attention to the set of appropriate messages. 

The specification of values for Ai's can make use of standard indexes (e.g., B- 
trees) for their evaluation. The specification and evaluation of a pattern is more 
difficult. We could use indexing methods for words but we will need much space 
to store the word indexes [11]. In addition, merging the pointers obtained from 
the indexes is a time-consuming problem [11]. We propose instead a method of 
reducing the sequential search to a manageable level. The organization of the 
messages is sequential. The search is still sequential, but we search an auxiliary 
file rather than the message file. 

Consider a word W appearing in the body of a message. We will denote by 
S(W) a bit string which represents (not uniquely) the word W. There are many 
different algorithms for transforming W into S(W). One method is to partition W 
into triplets or quadruplets of letters and to hash each partition of letters into a 
fixed number of bits. The bits are concatenated (up to a maximum length) to 
form the signature S(W). A fixed number of bits may precede the signature S(W) 
to indicate its length. Alternatively, signatures of words may be of fixed length. 
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Consider a set of messages of the form m = (a0, al, . . . ,  b). Suppose that  we 
physically file all the messages sequentially as they come into a general physical 
file F. Let ia be a pointer to a message within F; that is, the file system will 
deliver the message on the basis of ik. We will also costruct signature files which 
will aid the search for the message. 

When the user stores a message he will specify one (or more) logical files in 
which he wants the message filed. For each logical file f there will be an associated 
physical file fs which stores not the message but a representation of the message 
which we will call the signature of the message. The signature of the message 
will consist of (ik, t, Sa(ao), . . . ,  Sa(an), St(b)) where 

ik is a pointer to where the message is stored, 
t is the type of the message, 
Sa (ao), . . . ,  Sa (an) are exact representations of ao, . . . ,  an, 
St(b) is the signature of the body. 

The signature of the body is a sequence of bits which approximately represents 
the significant words of the message's body. This is obtained by the following 
algorithm. Traverse sequentially the body b. For each word, check whether it is 
one of a set of common words (the, that, a, etc). If it is, set S(W~) =~, that  is, skip 
the word. If it is not, substitute the word W with its signature S(W). Skip also 
the blanks and formatting symbols. 

The sequence of words comprising b is represented by the bit string St (b) in 
the following manner. If a word W is in b, then S(W) will be a substring of St (b), 
provided that W is not a common word. Notice that the opposite is not true; that 
is, S(W) may match a substring of St(b) without W being a part of b. This 
situation may arise for two reasons. First, two words W and W' may have the 
same signature, S(W} = S(W'). We may, therefore, find W' rather than Win  b. 
Second, if we use variable length word signatures without a prefix that  specifies 
the length of the signature, the bit string S(W) may match the suffix and prefix 
of the signature of the words W' and W' .  This situation arises because blanks 
are eliminated. 

Consider a series of messages {ml . . . . .  mr) with bodies (bl, . . . ,  bt} and a 
word W. The set {rail S(W) matches St(bi)) is a superset of the set {mjl W 
matches bi}. It is important that the difference between the cardinalities of the 
two sets is small. We will come back to this point. 

4. ACCESS METHOD 

A user specifies a query to the message filing facility by first indicating the logical 
file l and  the type of message t he is accessing. The system displays the appropriate 
template for t. The user optionally specifies some values for A0, A 1 , . . . ,  An and 
a pattern P by partially filling the template. Values entered for A0, A1 . . . .  , An 
are interpreted as selection conditions. The pattern P can be a complicated 
expression of words involving arbitrary Boolean combinations of regular expres- 
sions of words. Messages that satisfy the query are those that  satisfy the 
conjunction of all selections specified, and the pattern P of words appears in the 
body of the message. 
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To find the set of qualifying messages, the system scans sequentially the 
signature file fs associated with f. For each message signature, it checks first the 
type. If the type does not match, it skips the signature. If it does match, it tries 
to match first the given values for the attributes and then the signature of the 
body. 

Consider the pattern P as expressed by a regular expression of words. The 
signature of the pattern Sq(P) is a regular expression which is obtained by 
substituting S(W) for each significant word in P, retaining the regular expression 
operators, dropping common words, and substituting {0 U 1} * for each uncon- 
strained interval of words. The matching of message bodies for P is done by 
matching the signature of P, Sq(P), against the signature of the bodies, St(b). 
The signatures St(b) are binary strings, and Sq(P) is a regular expression of 
binary strings. Testing St (b) for Sq (P) is equivalent with testing whether 

St(b) E (0 U 1}*Sq(P){O U 1}* 

This is a recognition problem for finite automata [1]. It can be shown that for a 
specific regular expression R the membership of a string in R can be checked by 
an NFA that  has a number of states which is at most double the number of 
symbols in R [1]. It follows that given a pattern P testing for Sq(P) in the bit 
strings St(b) can be done by an NFA that has a number of states which is a linear 
function of the symbols in the pattern P. 

5. PERFORMANCE CONSIDERATIONS 

The performance of the file organization described depends on the percentage of 
unwanted messages retrieved, the relative cost of the sequential scan of a block 
of the signature file versus the cost of accessing a block of text, and the relative 
sizes of the signature file and the text files. The messages that qualify by testing 
the signature St(b) for matching with the signature of a pattern P, Sq (P), is a 
superset of messages that qualify for P. Larger signatures of words will result in 
less collisions {because the probability that  two different words hash into the 
same signature becomes smaller). However, larger signatures imply extra cost for 
sequentially scanning the signature file. Thus, there is a trade-off between the 
sequential scan of a long signature file and the retrieval of a large superset of 
blocks from the message file. 

In the following, we will assume that signatures of words have a fixed length of 
L bits. This eliminates the need for a prefix in the signature to specify its length, 
and it does not favor long words. Similar analysis can be applied for non-fixed- 
length signatures by using statistics on the lengths of words in printed English 
[2]. Let D be the number of distinct words in the text, and C the number of 
possible word signatures. For L bit word signatures, C = 2 L. Given a word Wwith 
signature S(W), we want to know what is the expected number of other words W 
such that  S(W) = S(W'). This can be modeled as a selection with replacement 
problem: For each distinct word W we select randomly a signature S(W). The 
probability that  k distinct words are mapped into a given signature is 

1 k 

Thus the probability that  more than one word W' has the same signature S(W') 
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= S ( W )  with a given word W is given by  

p(collision) - ~kV=zPh -- 1 - -p (0 )  - -p (1 )  _ 1 (D/C)(1 - l /C)  D-1 
~g=lph 1 - p ( 0 )  1 - (1 - 1/C) D 

T h e  number  of distinct words can be directly found from the text. Thus,  for given 
C and D the probabi l i ty  tha t  more  than  one word has  the same signature can be 
est imated.  One would think t ha t  for a large amoun t  of text, D would be very 
large. However,  words in pr inted English follow Zipf 's  law [18]. Shannon  has  used 
the  formula  p ,  = 1In to relate word f requency to rank, and es t imated  D = 8727 
[16]. A more  detailed es t imat ion [9] gave D = 12,370 and Dewey ' s  tables drawn 
over  a sample  of more  than  100,000 words found 10,119 distinct words [7]. In 
compar ison C1 = 2 s = 256 for 8-bit s ignatures and C2 = 65,536 for 16-bit signatures. 

Le t  I be the average occurrences of a distinct nontrivial  word in the  text  file. A 
set  of kl nontrivial  words of the text  file corresponds to the k distinct words tha t  
have  the same signature. These  words are placed into a number  of blocks of text, 
B(kl, N, M), where N is the total  n u m b e r  of nontrivial  words, and M is the  total  
n u m b e r  of blocks of the text  file. Given k, l, N, and M, B(kl, N, M) can be 
es t imated  as the result  of an exper iment  which selects, wi thout  replacing, kl balls 
f rom a pool of N balls containing balls of M different colors [3, 4, 5, 17]. A closed- 
form formula  for randomly  placed words among  the blocks of the file [17] is 

B(kI, N , M ) = M  1 -  [I 1 V : ~  " 
r=O 

Therefore  the expected n u m b e r  of blocks re t r ieved by a signature of a word W of 
text  (given tha t  at  least  one distinct word exists) is given by 

E ( B ) =  ~ __P(k) B(kl, N , M )  
k=l 1 - p(O) 

k=11- (1-1/C) D ~ 1 -  

r ~ O  

To avoid excessive calculations, E(B) can be approx imated  by  expanding B(kl, 
N, M)  around the expected value of kl [13]. Keeping only the first t e rm  of the 
expansion, we obtain 

E(B)= B ( n , N , M )  = M 1--rI]0 N - N / M -  N : 7  ' (2) 

where the expected number of words n that are retrieved from the signature 
S(W) of an existing word W is given by 

2kD=l lk(k D) (1/C)k(1 -- 1/C) D-k 
n - ~  

2 ~ = 1  (kD)(1/C)k(1 -- 1/C) D-k 

l(D/C) 
1 - (1 - 1/C) D 

N/C 
= 1 - ( 1  - l / C )  D" ( 3 )  
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Since a document may span more than one block, this formula assumes that  all 
the blocks of messages contain at least one occurrence of the word W in the 
pattern, or another W with S (W) = S(W'). For small documents, this assumption 
will not introduce serious errors. 

Given a text file of N nontrivial words, with D distinct words, occupying M 
blocks of secondary storage, the expected number of blocks that  are retrieved 
when a single word pattern is specified can be estimated using eqs. (2) and (3). 
Let B(n, N, M) be the average number of blocks that are retrieved when a 
signature of a single word is specified. Users may specify patterns that  are regular 
expressions of signatures. In the case that regular expressions are restricted to 
conjunctions, disjunctions (for synonyms), or sequencing (words that  are consec- 
utive in the text file), the average number of blocks retrieved by a query is 
given by 

Bi(nl, N, M) 
B T =  rB(n,, N ,M)  + ~ ci 

i~2 M i-1 (4) 

+ ~ siB(n2, N, M) + ~ diB(n3, N, M), 
i=2 i=2 

where 

r is the frequency of single word patterns, 
ci is the frequency of patterns specifying conjunctions of i words of text, 
d/is the frequency of patterns specifying disjunctions of i words of text, 
si is the frequency of patterns specifying sequences of i words of text, 

N/C 
1 - (1 - 1/C) D' 

N/C ( 1 )i-1 
n 2 - - 1 _ ( 1 _ 1 / C )  D C ( 1 - ( 1 - 1 / C )  D) ' 

( (  )') n a = l _ ( l _ l / C )  D C ( 1 - ( 1 - 1 / C )  D) 1 -  1 - C ( 1 _ ( 1  1/C) D) " 

The first summation in eq. (4) corresponds to conjunctive patterns. The second 
summation corresponds to sequencing patterns. Its derivation is based on the 
observation that  given a sequence of signatures the next signature is one of the 
existing distinct signatures in the signature file. From eq. (3) we see that  the 
expected distinct signatures in the signature file is given by 

N 
D8 = - - =  C(1 - (1 - 1/c)D). 

n 

The third summation corresponds to disjunctive patterns. Its derivation is based 
on the fact that we select signatures for i words from an existing set of C(1 - (1 
- 1/C) D) distinct signatures. (This also can be modeled as a selection with 
replacement problem.) The above formulas assume uniform frequency of words 
and independence of the words specified. These are pessimistic assumptions 
[4, 6]. 
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o r  

The total average cost is 

C = CS x BS  + C T x  BT, 

C = CS x B S  + CT x (rB(nl, N, M) 

Si(nl ,  N, M) 
• 4- ~ Ci Mi_ 1 "4- ~ BiB(n2, N, M ) +  ~ diB(n~, N, M)),  

i=2 i=2 i~2 

(5) 

where CS is the cost of sequentially scanning a block of the signature file, CT is 
the cost of randomly accessing one block of the text file, BS  is the number of 
blocks that are used for storing the signature file, and B T  is the average number 
of blocks accessed from the text file as given by eqs. (4), (3), and (2). 

One way to reduce the cost of the sequential scan of the signature file is to 
reduce the size of the signature file, BS, by removing all duplicate word signatures 
from the signature of the body of a message. Thus the signature of the body of a 
message will be composed of a set of distinct word signatures. In this case, queries 
involving sequencing of words can be satisfied by retrieving the messages con- 
taining the conjunction of the given words and discarding the nonqualifying 
messages. Since the number of messages that qualify in conjunctions of words is 
small on average, this technique may reduce the average cost C. 

In eq. (5), CT/CS depends on the devices where the signature file and the text 
file are stored. It also depends on the size of the buffer and the block prefetching 
and replacement algorithms used. Finally, it depends on the way that data blocks 
of the signature file are stored on the secondary device (if logical order corre- 
sponds to physical order). All these factors can affect considerably the ratio CT/  
CS. Unfortunately the operating system support for these functions is not 
satisfactory. (For example, LRU is the worst possible replacement algorithm for 
scanning the signature file.) However, the use of large blocking factors in the 
signature file helps because this results in natural prefetching. 

The size of word signatures should be chosen such that eq. (5) is minimized. 
Figure 1 shows the average cost C/CS = B S  + F × B(nl ,  N, M)  as function of the 
number of bits used for the signatures of words. In this function, F takes into 
account the ratio CT/CS of costs of accessing a block of the text file versus the 
cost of accessing a block of the signature file, as well as the frequency of various 
types of patterns in queries. (This formula is accurate only when a small number 
of words in disjunctions is specified.) The optimum choice of the size of signatures 
depends on all the above factors. However, as the figure shows, for a large range 
of values of the parameter F, the minimum cost is achieved for signatures near 15 
or 16 bits. This is also true for larger values of F that are not shown in the figure, 
and it is due to the fact that for this signature size the probability of two words 
having the same signature becomes small. Additional experimentation has shown 
that the choice of the optimal size is also relatively insensitive to the change of 
the text block size. For 8-bit byte machines, the choice of 16-bit signatures has 
the additional important advantage that only byte comparisons are used, and 
thus the cost of comparisons per bit is reduced. Thus, in such an environment, 
16-bit signatures seem to be the best choice. 
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T 
Cost 

N = 100,000 
D =10,119 
BF=40 
C8 = .08 \ 

\ F=I  . ....~'~" 

" s of signature file 
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Blocks of text file accessed 
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I ~ ~ ~ =41 

~ N x F=21~ - -  ~ Total 
X ~ ' ~ L  ~ ~ " Cost 

F=11 ~, 

i 

18 

Bits of signature per word 

Fig. 1. Average cost, C = C S  + F × B, as a function of the signature size of words. 

Above,  we have  analyzed a pure  documen t  retr ieval  envi ronment ,  t ha t  is, 
messages  are only re t r ieved on the  basis of  a pa t t e rn  of  words P.  Extensions  of 
this analysis to include the  case where  values for some a t t r ibu tes  are also specified 
in the  retr ieval  have  to take into account  the average selectivities of the  a t t r ibu tes  
specified [4, 10]. 

To  conclude this section, we ment ion  tha t  this file organizat ion requires  less 
s torage than  word-indexing methods,  makes  efficient use of small  degrees of 
mul t iprogramming,  uses jus t  one pass of the signature file in order  to re t r ieve 
pointers  to documents  even when m a n y  words are used in pa t t e rns  for identifying 
documents ,  and finally, avoids merging pointers.  Moreover ,  insert ion of new 
documents  is very easy (just append  the  s ignature of  the new documen t  in the 
existing s ignature file), while if indexes are used the index has  to be upda ted  for 
every word of the new document .  More  detailed per formance  compar isons  with 
a word-indexing me thod  can be done by  using eq. (5). 

6. I M P L E M E N T A T I O N  

We are implement ing  a message-f'fling facility as discussed in this pape r  ba sed  on 
UNIX.  The  access m e t hod  based on s ignatures  has  been  implemen ted  and tested.  
T h e  user can retr ieve documents  based on pa t t e rns  of  

(1) A single word, 
(2) A sequence of words, 
(3) All the words of a given set  of words, and 
(4) One or more  words of a given set  of words. 

Present ly,  combinat ions  of these pa t t e rns  are not  allowed. 
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The  signature file is created after  the elimination of a set of 100 common words. 
In this implementation,  signature f i e  and text file reside on the same device. Th e  
facility will be enhanced with statistics-gathering mechanisms for studying its 
performance.  We are going to integrate this facility into a message management  
system. 

We envision the facility in three different environments.  

(1) In the first environment,  we assume a workstat ion running U N IX  (e.g., 
ONYX, Z-lab, LSI 11/24, with a small 20-Mbyte disk). Suppose tha t  we can 
devote up to 10 Mbytes  of the disk for message filing. We feel tha t  we should be 
able to store on the order  of 10,000 messages, each of less than a page length on 
the average. The  messages can be organized, for example, in approximately 20 
different logical files which will hold about  500 letters each. Th e  signature of such 
logical files will be approximately 50 kbytes which can be searched quite fast 
even by a workstat ion processor. 

(2) In the second environment,  we assume a message file server operating on 
a high-power microprocessor {e.g., M68000-based system, like APOLLO, with a 
300-Mbyte disk). This  facility can serve approximately 20 users connected to the 
server via a local network. Each  user could store on the average 10,000 messages, 
with similar organization and response as in the first environment.  Th e  total  
capacity of the message f i e  server is on the order of 200,000 messages, which is 
probably adequate  for a depar tment  or groups of persons. 

(3) In the third environment,  we envision a high-power microprocessor with a 
300-Mbyte disk storing only the signatures. In such an environment ,  we can go 
up to millions of messages. The  messages themselves are stored on microfilm 
using an addressable reader  pr inter  (e.g., KODAK).  In such an environment,  the 
user specifies his request  over a network and gets the associated messages using 
a telefax facility. Such an environment  will probably be well suited for organiza- 
tional archives of messages. 

Notice tha t  in all three cases, the software for searching for the messages is the 
same. We can see, therefore,  a nice combination of facilities or a natural  transit ion 
from one environment  to the other. 

We should also ment ion that  if some messages are not  in machine-readable 
form they  can still be read using OCR, which is probably centralized. In such a 
case, messages can go as they came, on, say, microfilm, while their  signatures are 
produced and retained for searching purposes. We should also point  out  tha t  
since the problem of document  retrieval is reduced to the membership problem 
of regular expression, the whole technique can be cast into VLSI ['8]. 

Finally, we believe that  this technique is already in use in existing information 
retrieval systems, but  it is not  often studied as a serious alternative to indexing 
methods.  Sequential  scan may be linear, but  we feel it is very  appropriate  in 
many  cases of document  retrieval. 
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