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Iconclass is an iconographic thesaurus which is widely used in the digital heritage domain to describe subjects depicted in
artworks. Each subject is assigned a unique descriptive code, which has a corresponding textual definition. The assignment of
Iconclass codes is a challenging task for computational systems, due to the large number of available labels in comparison to
the limited amount of training data available. Transfer learning has become a common strategy to overcome such a data
shortage. In deep learning, transfer learning consists in fine-tuning the weights of a deep neural network for a downstream
task. In this work, we present a deep retrieval framework which can be fully fine-tuned for the task under consideration. Our
work is based on a recent approach to this task, which already yielded state-of-the-art performance, although it could not be
fully fine-tuned yet. This approach exploits the multi-linguality and multi-modality that is inherent to digital heritage data.
Our framework jointly processes multiple input modalities, namely, textual and visual features. We extract the textual features
from the artwork titles in multiple languages, whereas the visual features are derived from photographic reproductions of the
artworks. The definitions of the Iconclass codes, containing useful textual information, are used as target labels instead of
the codes themselves. As our main contribution, we demonstrate that our approach outperforms the state-of-the-art by a
large margin. In addition, our approach is superior to the M>P feature extractor and outperforms the multi-lingual CLIP in
most experiments due to the better quality of the visual features. Our out-of-domain and zero-shot experiments show poor
results and demonstrate that the Iconclass retrieval remains a challenging task. We make our source code and models publicly
available to support heritage institutions in the further enrichment of their digital collections.

CCS Concepts: « Applied computing — Fine arts; - Information systems — Multilingual and cross-lingual retrieval;
Image search.

Additional Key Words and Phrases: Iconclass, Cultural Heritage, Transfer Learning, Deep Learning, Natural Language
Processing, Multi-Modal Retrieval, Multi-Lingual Retrieval

INTRODUCTION

Iconography [20, 33] is a branch of art history that seeks to analyze the meaning of artworks, and advance the
description and interpretation of them. In contrast to the issues of style and structure, iconography focuses on
the content or subjects depicted in artworks. Iconclass [5, 51] is an iconographic classification system that is
well-known across the GLAM sector (Galleries, Libraries, Archives and Museums). This resource represents
a hierarchical thesaurus of 28,000 codes corresponding to the presence of different subjects (such as people,
events and ideas) in artworks. The manual assignment of Iconclass codes requires rare interpretive skills and
considerable domain expertise in art history. In addition, the large number of available codes makes the attribution
an especially complex and time-consuming task for human annotators.
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Deep learning [26, 44] increasingly attracts the attention of scholars from the cultural heritage domain, due to
its state-of-the-art performance across multiple real-world problems [17]. Iconclass has already drawn attention
of the scientific community in the following tasks: neural machine translation [2], image classification [31],
object detection [36], image captioning [7, 8], and information retrieval [3]. In this work, we aim to automate the
assignment of Iconclass codes using the latest advances in deep learning. Deep learning (or machine learning)
offers several general ways to tackle this problem: classification, object detection, and information retrieval. In
classification, a model aims to predict an Iconclass code of an object from a set of predefined concepts, based on a
visual reproduction of an artwork [31] and/or textual metadata. In addition to the prediction of the Iconclass codes,
an object detector can be trained to find the bounding box of a concept in an image [36]. We tackle this problem
from the angle of information retrieval, as in related prior work [3]. In this case, a retrieval model computes a
similarity score between a source artwork object and all available Iconclass codes. The higher similarity, the
better the target Iconclass code corresponds to the source artwork object. We use Dutch and English titles, as
well as visual reproductions of artworks as source objects; the definitions of Iconclass codes (instead of the actual
codes) are used as target labels. Such a retrieval framework is able to provide the top-K similar Iconclass codes
for a given artwork, which can significantly speed up the annotation process for human experts. In addition, it
enables us to predict unseen Iconclass codes (which were not encountered in the training phase), and to apply
the trained retrieval models out of the box to other, unseen iconographic thesauri with a similar structure.

The training process of deep learning models generally requires large datasets, such as ImageNet [25] or
MS-COCO [28]. However, the available datasets in the digital heritage domain are typically much smaller;
additionally, artworks are considerably different from real-world, photorealistic images [12-14, 42]. First, the
annotation ontologies used for these image datasets do not correspond to the iconographic ones, which may
require additional context and knowledge about the subjects under scrutiny. Second, the natural images from
the general domain are biased towards photorealism in comparison to the visual arts. The visual arts can depict
distorted or fictional realities and focus on less realistic representations. The common remedy in this case is
the application of transfer learning [41], an approach that consists in fine-tuning a deep learning model on a
task-specific dataset, after the model has been pretrained on a more general dataset. In this situation, the model
adapts the knowledge learnt from the general domain for the new, more specific task. Here, we build on the
general observation that fine-tuning typically boosts the performance of deep learning models in the face of sparse
data. Another challenge, commonly heard in natural language processing research, is the over-representation of
the English language in the training material [19], which contributes to the comparative lack of efficient models
for less-resourced languages. The digital heritage domain is inherently multi-lingual and multi-modal, and it
requires appropriate instruments, which we aim to develop in our work.

In this paper, we present a retrieval framework that takes explicit advantage of the notion of fine-tuning. Our
work is based on previous research [3] demonstrating the advantages of multi-modality and multi-linguality
to tackle the assignment of Iconclass codes to visual artworks. However, this previous work did not explicitly
consider the transfer learning paradigm. We convincingly outperform the previous state-of-the-art model by
implementing this important feature. In addition, our model outperforms the multi-lingual CLIP [38] in most
experiments. The evaluation supporting this claim is conducted on the same dataset as in the previous work, on
data extracted from the database of the Netherlands Institute for Art History. In addition, we use an external
dataset for evaluation (as well for zero-shot evaluation) from the well-known digital collection of the Rijksmuseum
in Amsterdam. To stimulate the analysis of digital heritage metadata, we make the reference implementation of
our framework freely available online, for replication and reuse purposes. ! Below, we adhere to the following
structure for the paper. Firstly, we discuss related work and present our approach in greater detail. Next on,

Ihttps://github.com/nikolay-banar/iconize
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we describe the datasets under consideration and our experimental settings. Finally, we present our results and
discuss our contributions to guide future work.

RELATED WORK

In the recent past, deep multi-modal (or vision-language) models have achieved impressive results in many tasks,
such as image captioning, cross-modal retrieval, and visual question answering. In the general multi-modal
domain, there exists a common tendency to use BERT [15]-based models in combination with Faster-RCNN [40].
BERT is a deep model for natural language processing, which achieved state-of-the-art results in many tasks, and
Faster-RCNN is a widely used object detector. The SAEM [54] network implements a two-stream model that
encodes both modalities separately. Visual features precomputed by Faster-RCNN are processed by a single-layer
Transformer [15], and textual features extracted from BERT are mapped by one-dimensional convolutions. The
latter works aim to develop pretrained task-agnostic representations for multi-modal problems and, generally,
are based on the following pretraining tasks: masked language modeling and masked region modeling. VILBERT
[29] and LXMERT [48] utilize a cross-modal Transformer to combine modalities encoded by two separate uni-
modal Transformers. In both cases, the precomputed visual features are extracted by a pretrained Faster-RCNN.
Another branch of the recent work (VL-BERT [47], Unicoder-VL [27], UNITER [9]) focuses on simultaneous
encoding of vision and language modalities. However, these works focus mostly on English, which is not suitable
for the multi-lingual digital heritage domain. Only the most recent works consider multi-linguality. Fei et al.
[16] adapted VL-BERT for the multi-lingual scenario, additionally combining it with the tasks of cross-modal
text recovery, cross-lingual text recovery, and translation language modeling. M>P [32] learns multi-linguality
and multi-modality independently by introducing multi-modal code-switched training, which is applied to a
BERT-based model with visual features extracted by Faster-RCNN. UC?[57] augments existing English datasets
with other languages using machine translation, which allows to capture alignment between different languages
through shared visual representations. Additionally, they propose two pretraining tasks of masked region-to-
token modeling and visual translation language modeling to efficiently use the translated datasets. Most of the
methods use precomputed image features from deep models trained on the general domain (without further
fine-tuning), which may lead to a sub-par performance for the problems related to the processing of artwork
[43]. The multi-lingual implementation 2 of CLIP (MCLIP) [38] does not suffer from this disadvantage, since the
textual and visual branches of this model can be fully fine-tuned for a specific task. The model is trained to match
captions with the corresponding images. We use this model and features from M>P [32] as additional baselines in
our work.

Multi-modal retrieval has recently attracted the attention of scholars working on the computational analysis
of artworks [6]. The first efforts were mainly focused on constructing the training material needed for multi-
modal retrieval models. The SemArt dataset [18] provides a set of visual artworks linked to textual comments,
which enables an application of the retrieval models in the multi-modal scenario. In addition, the authors of the
dataset introduce several retrieval models to encode images and text into a shared semantic space. In the best
model, visual features are extracted through a pretrained ResNet [21], which is a deep convolutional network
architecture for classification, and textual features are obtained through tf-idf. Next on, the features are mapped
into a joint semantic space by a feed-forward neural network. Another study presents the BibleVSA dataset [4],
which contains illustrations aligned with textual commentaries. To tackle the dataset, the authors investigate
supervised and semi-supervised approaches for mapping the images and their corresponding commentaries
into a joint semantic space. This work additionally employs the transfer learning paradigm by fine-tuning
pretrained networks. They achieve the best result in the supervised manner by training a GRU network [10],
a deep recurrent network for natural language processing, with pretrained word embeddings and fine-tuning

Zhttps://github.com/FreddeFrallan/Multilingual-CLIP
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VGG-19 [45], a pretrained deep convolutional network. In the next work [46], the authors introduce the Artpedia
dataset containing images with visual and contextual descriptions. In addition, the authors propose a retrieval
model that encodes image regions by the Faster-RCNN object detector and words from the descriptions through
a bi-directional GRU network and pretrained word embeddings. Next on, the encoded regions and words are
combined through a cross-attention mechanism. In comparison to the previous work, this work demonstrates the
advantage of the object detector Faster-RCNN over the classification models for visual encoding in the artwork
retrieval. Finally, the authors in [11] extend their semi-supervised approach [4] to tackle the lack of labelled
data in the artistic domain. However, none of the methods presented in this section have made use of the latest
advances in multi-modal retrieval, which primarily consist in the usage of BERT-based models.

To the best of our knowledge, only one deep model has been developed specifically for the retrieval of Iconclass
codes [3] and that also forms the basis for our present work for that reason. The model generally acknowledges
the characteristic properties of the digital heritage domain, namely, multi-modality and multi-linguality. However,
the main disadvantage of this precursor is lack of fine-tuning as a feature. The model is based on the SAEM
framework, which uses precomputed visual and textual representations. We refer to the previously developed
model for the retrieval of Iconclass codes as multi-modal SAEM (MSAEM). In this work, we close the gap by
introducing the support of fine-tuning (FMSAEM) to the previous state-of-the-art model [3], which has lead to a
large boost of performance.

METHODS

In this section, we present our framework in more detail (see Figure 1). The framework consists of two uni-modal
branches, which process visual and textual modalities separately, and a multi-modal combiner, which combines
the preprocessed modalities. The structure of the framework is the same as in the previous work [3], but with the
support of fine-tuning. Below, we describe each part of the framework in greater detail.

Image Branch

The image branch yields a representation of the visual features from an arbitrary image. The branch consists
of two main parts, namely, a bottom-up-attention mechanism [1] and a self-attention layer [50]. The bottom-
up-attention mechanism detects salient regions in the image and encodes them into vector representations,
which later are processed by the self-attention layer to encode complex relations between salient regions. The
bottom-up-attention mechanism is proved to be an effective approach in the general image analysis as well as in
artwork analysis specifically [46]. The bottom-up-attention mechanism offers a more efficient strategy for feature
extraction in comparison to convolutional neural networks, which has been widely used in artwork analysis
[4, 18]. The latter approaches construct representations from equal-size spatial fragments, which might contain
redundant information. On the contrary, the bottom-up-attention mechanism is able to extract only the most
important image regions.

The bottom-up-attention mechanism implements the Faster R-CNN model [40] with a ResNet-101 backbone [21].
The object detector [56] is implemented in PyTorch [34] and pretrained on Visual Genome [24]. The weights
of this deep network are publicly available®. The Faster R-CNN model requires ground-truth bounding boxes
to calculate the loss function for fine-tuning. However, such bounding boxes are difficult to annotate and our
datasets do not contain them. We borrow a previously suggested solution from a related paper [47], which
consists in precomputing the bounding boxes for each region-of-interest (Rol) using the same pretrained Faster
R-CNN model. We use the ResNet-101 backbone to build a feature map from an arbitrary image. Next on, the
Rol pooling layer extracts Rols of different sizes which correspond to the precomputed bounding boxes. Then,

3https://github.com/shilrley6/Faster-R-CNN-with-model-pretrained-on-Visual-Genome
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Fig. 1. The scheme of our framework FMSAEM. The upper branch builds a visual embedding from the input image. The
lower branch separately processes the textual source (titles) and target (an Iconclass code definition) inputs. Next on, the

multi-modal combiner uses the visual embedding and textual source embedding to construct a source multi-modal embedding.

Finally, the source multi-modal embedding and target embedding are used to calculate the loss function or the matching

score.

these Rols are resized into vectors of the same size. Finally, these vectors are combined into a feature matrix and
processed by a position-wise fully connected layer.
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The Faster R-CNN model is not capable of encoding an order of the Rols and complex relations between them.
The self-attention layer helps to overcome this issue. It is able to attend all Rols simultaneously and extract useful
information from them. Hence, the self-attention layer encodes the relationships between the extracted Rols.
Finally, the feature matrix is averaged into the image embedding and gets L2-normalized. The image branch is
implemented in PyTorch and can be fully fine-tuned. In previous work [3], the visual features were extracted from
the Faster-RCNN model implemented in Caffe [22]. Hence, the structure of our visual branch fully corresponds
to the visual branch from MSAEM when we freeze the Faster-RCNN in our model.

Text Branch

The text branch consists of a BERT model [15] (Bidirectional Encoder Representations from Transformers),
used in conjunction with the WordPiece tokenizer and one-dimensional convolutions. BERT is a widely used
architecture in natural language processing, which achieved state-of-the-art results across multiple tasks. It
provides pretrained context-aware representations of words based on bi-directional context, which proved to
outperform static word embeddings [30, 35]. In our task, the BERT processes the input text sequence (a title or
an Iconclass code definition) and provides context-aware word embeddings. Then, one-dimensional convolutions
(followed by max-pooling) are applied in order to capture the local context. Finally, all features are concatenated
and processed by a fully connected layer with L2-normalization. In previous work [3]; the BERT was used without
fine-tuning to extract textual features. We use the uncased multi-lingual version of BERT [15] from the Simple
Transformers library [39] based on [53], which can be fully fine-tuned. Our text branch is identical to that used
in MSAEM if the layers of the BERT model are frozen.

Multi-Modal Combiner

The multi-modal combiner fuses the outputs of the image and text branches if multiple sources are available.
If only one is available, the multi-modal combiner represents a linear transformation of the image/text branch
output. The network processes first the available textual and/or visual information with the corresponding
branches and, then, it concatenates the obtained representations into a single vector. In the multi-lingual scenario,
each language is processed separately by the text branch as an independent source input. Next on, the vector is
resized into the original size of the target embeddings by a fully connected layer. Hence, the input size of the
fully connected layer depends on the number of available sources. Finally, L2-normalization is applied. Hence,
the network can exploit the multi-modality and multi-linguality that is integral to the data.

Loss Function

In this work, we usea loss function from the SAEM framework, which we describe in this subsection. To calculate
the loss function, we utilize the source embedding e°, which is provided by the multi-modal combiner, and the
target embedding e’, which represents the corresponding Iconclass code processed by the text branch. We use
inner product s(e®, e’) = e° X (e’)T to score the candidate Iconclass codes in the training and retrieval phases. As
the embeddings are L2-normalized, the scoring function is equal to cosine similarity.

The loss function consists of a bi-directional triplet loss [55] and a bi-directional angular loss [52] with hard
negative mining. The bi-directional triplet loss increases the difference between a ground-truth matching pair
(s, t) and negative points:

Liriptet (s, t) = max[0,m — s(e’, e) +s(e’, ei)] +max[0,m — s(&°, e’) +s(e’, )]

where m denotes the margin parameter, { denotes a negative target Iconclass code for the multi-modal source
object s, § denotes a negative multi-modal source object for the target Iconclass code t. In the loss function, we
use hard negatives over a mini-batch to increase performance and computational efficiency of the model.

ACM J. Comput. Cult. Herit.
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In combination with the bi-directional triplet loss, the angular loss can accelerate the training procedure [54].
The angular loss constrains the angle at the negative point of triplet triangles that leads to (i) the improved
robustness of objective against feature variance; (ii) capturing additional local structure of triplet triangles; (iii)
better convergence in comparison to conventional methods. We follow [54] and use the hard negative mining
over a mini-batch to optimize the performance of the model:

Langutar (s, ) = log[1+ exp(f(e’, €, ez))] +log[1+exp(f(e’, e, e))]

where f(ey, ez e3) = 4tan’a(e; + 62)63T -2(1+ tanza)eleZT, where ey, ez, and es correspond to embeddings, a
denotes the angular margin parameter, f denotes a hard negative target Iconclass code for the multi-modal source
object s, § denotes a hard negative multi-modal source object for the target Iconclass code ¢.

Finally, the bi-directional triplet loss and angular loss are combined into the final loss:

L(S, t) = Ltriplet(s5 t) + eLangular(s; t)

where 6 denotes the weight of the angular loss. Following [54], we decay 6 over epoch number as the angular
loss plays a less important role than the triplet loss.

RESULTS AND DISCUSSION

In this section, we first describe the datasets, which we used in our experiments. Next on, we outline our
experimental settings. Finally, we present and discuss our results, which we compare to previous work [3].

Datasets

Iconclass is an hierarchical classification system (see Figure 2) in the domain of iconography used for the
description and retrieval of content depicted in visual artworks. Iconclass contains 28,000 codes with their
corresponding textual definitions. In our work, we use Iconclass codes with a depth of 5, giving us 10,418 codes
in total. We use Iconclass definitions in English as the target labels. We use the Iconclass Python package? to
convert the Iconclass codes to definitions. The Iconclass hierarchy starts with the following 10 main categories:
(0) abstract art; (1-5) general topics; (6) history; (7) Bible; (8) literature; (9) classical mythology and ancient history.
Further descriptive depth can be added by the three options presented in Table 1.

N | Extension Definition Keywords

1 | 31A2 anatomy (non-medical) anatomy
31A22 parts of the human body (skeleton excepted) limb

2 | 25F33 predatory birds predatory birds
25F33(EAGLE) | predatory birds: eagle eagle

3 | 23K22 May and its ‘labours’ May
23K22(+1) May and its ‘labours’ (+ with zodiacal signs) May, Tierkreis, zodiac, zodiaco

Table 1. Division of Iconclass codes: (1) a letter or a digit enhances specificity; (2) text in parentheses adds the name of a
specific entity; (3) text in parentheses with a plus-sign adds ‘shade of meaning’.

*https://labs.brill.com/ictestset/
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Fig. 2. Examples of images attributed with Iconclass codes [37]. The following definitions correspond to the presented
codes: (a) ‘presentation of the Christ-child in the temple, usually Simeon (and Anna) present (Luke 2:22-39)’; (b) ‘the virgin
martyr Catherine of Alexandria; possible attributes: book, crown, emperor Maxentius, palm-branch, ring, sword, wheel’; (c)
‘annunciation of Christ’s birth to the shepherds (and/or'shepherdesses) at night; a host of singing angels in the air’.

RKD Dataset. We utilize the same dataset that was extracted and used in the immediate precursor to this work [3].
The dataset was obtained from the database of the Netherlands Institute for Art History °. It contains 26,725
visual artworks with the following corresponding metadata: Iconclass codes, Dutch-language artwork titles, and
English-language artwork titles. We use 22,725 objects (1,843 unique codes) in the training set, 2,000 objects (617
unique codes) are used in the development set, and another 2,000 objects (612 unique codes) represent the test
set. The training set contains multiple Iconclass codes per object while the development/test sets has only one
Iconclass code per object. The training set and the development set have 587 unique codes in common, and the
training set and the test set overlap by 577 unique codes. Hence, the model should (minimally) be able to predict
the labels that are observed in the training set (94-95 percent). However, the set of the possible labels is still large
(10,418 codes).

Rijksmuseum Dataset. In addition, we use an external collection to evaluate our best models. We extracted this
dataset from the website of Rijksmuseum.® The dataset contains 2,000 objects with 939 unique codes, which we
use for evaluation. The extracted metadata consist of Iconclass codes and Dutch-language artwork titles. The
presented dataset is more challenging for evaluation than the RKD test set for the following reasons. This dataset
overlaps with the training set by 674 unique codes. Hence, only 72 percent of the labels from the Rijksmuseum
dataset are attested in the RKD training set. In addition to the general difference in content between the collections,

Shttps://rkd.nl/en/explore/images
Shttp://www.rijksmuseum.nl/collectie
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the annotation of these collections are conducted by the different institutions and individuals, who might have
adopted different annotation rationales, even if they were using the same thesaurus.

Zero-Shot Rijksmuseum Dataset. This dataset consists of 452 objects from the Rijksmuseum dataset with 265
unique Iconclass codes that are not contained in the training set.

Experimental Settings

We use MCLIP [38] and features from M3P [32] as additional baselines to FMSAEM. The text branch of MCLIP
consists of fined-tuned multi-lingual BERT. The the visual branch contains the Res50x4 vision encoder, which
is a ResNet50 network scaled in the EfficientNet style [49]. M3P is a BERT-based model with visual features
extracted by Faster-RCNN, and we use this model as a feature extractor (which is not fine-tuned). MCLIP and
M3P provide textual and visual embeddings, which are fed to the multi-modal combiner in the same way as in
FMSAEM.

In our experiments, we mimic the experimental settings from the previous work [3] and use the default
hyper-parameters of the SAEM framework to train all models. The Adam optimizer [23] minimizes a combination
of a bi-directional triplet loss [55] and a bi-directional angular loss [52] with hard negative mining. The learning
rate decays by a factor of 0.1 each 10 epochs starting from the initial value of 0.0001. We set a batch size to 64
objects (images or/and sentences) and adjust gradient accumulation steps to fit our model into two GeForce
GTX TITAN X with 12 GB RAM. We evaluate our models using the standard metric Recall@K (for K=1, 5, 10).
We train models for 30 epochs and select the best performer (using an average of the adopted metrics) on the
validation dataset. In addition, we select the optimal number of frozen layers (see below) in our models, again on
the basis of the validation dataset. We divide the ResNet-101 (with 33 layers) from the image branch of FMSAEM
into 5 similar chunks, and the BERT (with 12 layers) from the text branch is split into 6 equal chunks. When the
ResNet-101 and BERT are completely frozen, the structure of our framework FMSAEM fully corresponds to the
previously published framework MSAEM [3]. We conduct the same experiments with the Res50x4 encoder (with
4 layers) from MCLIP to find the optimal amount of the frozen layers.

Experiments

In this subsection, we provide the main results of our experiments. First, we vary the number of the layers that
should be frozen (expressed as a proportion of the total number of layers) in both branches of our framework,
which is likely to affect the performance of the fine-tuned architecture. Secondly, we compare our framework
with the previously obtained results [3], M3P, and MCLIP. Next on, we evaluate our models on the external
dataset and evaluate their zero-shot performance. Finally, we experiment with fusion techniques to combine the
available textual and visual sources of FMSAEM.

Fine-tuning on the RKD Dataset. Figure 3 investigates an optimal number of layers for BERT and ResNet-101 that
can be frozen to obtain the best performance. Figure 3 (on the left) corresponds to the cross-modal experiment (a)
with FMSAEM from Table 2. We can observe that fine-tuning of the last ResNet-101 layers drastically improves
the performance of FMSAEM while fine-tuning of BERT is almost not beneficial. According to this figure, the
optimal number of layers for ResNet-101 corresponds to 19 layers (out of 33 layers). Next on, we use 19 layers for
ResNet-101 in all fine-tuning experiments containing the visual input. We conducted the same experiment (a)
with MCLIP and found that the optimal number of layers for ResNet-50x4 corresponds to 3 layers (out of 4 layers),
which we use in the further experiments. Figure 3 (on the right) corresponds to the text-based experiments (b, c, f)
with FMSAEM from Table 2. The optimal number of layers for BERT on average corresponds to 10 layers (out of

"https://github.com/FreddeFrallan/Multilingual- CLIP
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Fig. 3. Experiments, conducted on the RKD validation set, for different proportions of frozen layers. The figure to the left
corresponds to the experiment, where BERT (or ResNet-101) from FMSAEM is completely frozen while ResNet-101 (or BERT)
is fine-tuned. The figure to the right corresponds to the text-based experiments with BERT, where various sources are used.

12 layers). Further, we use the optimal number of layers from this figure for BERT in all fine-tuning experiments
with the textual input for both FMSAEM and MCLIP.

In Table 2, we provide results that enable the comparison of our model without fine-tuning MSAEM; ¢y
to the similar model from the previous work MSAEM. In the cross-modal experiment (a), the original model
MSAEM outperforms our model MSAEM, ;) by a large margin. Next on, we observe the same trends in the
multi-modal experiments with the visual input (d, e; g). Hence, the initial quality of the visual features provided
by our framework is lower than in the related model from the previous work. Despite the full correspondence
of the models’ structure, it is not uncommon that different implementations would provide different results.
Similarly to the previous work, we observe that visual features mostly improve results of our MSAEM,-¢;;p, model
in text-based experiments (d, e, g). However, the difference is less convincing because the margin between results
is moderate, and, in the experiment (e) for MSAEM, ¢imp, we can see even small decrease of the results, which can
be explained by the low quality of the initial visual features.

In the text-based experiments (b, c, f) without fine-tuning, we can observe that the results fluctuate from case
to case in favor of either MSAEM from the previous work or the our MSAEM;¢imp. Similarly to the previous
work, we can see that MSAEM,;,,, with the Dutch input in the experiment (c) performs at the same level as
the corresponding model with the English input in the experiment (b). Finally, we observe that the increasing
number of sources in the experiments with MSAEM;¢imp, which is not fine-tuned, moderately improves the
overall performance, bringing it on par with the previous results.

MSAEM;¢imp demonstrates comparable performance to M3P, which is similarly not fine-tuned. MSAEM;¢imp
provides superior visual features that can be seen from the experiment (a). In all other experiments, the difference
between the models is subtle.

As can be seen from Table 2, the fine-tuning of FMSAEM improves the performance by a large margin in
comparison to MSAEM,.¢;m,. We can observe that the quality of the visual features in the experiment (a) is
considerably increased, which leads to the improved results of the FMSAEM models with the visual input in the
experiments (d, e, g) in the comparison to the corresponding text-based experiments (b, c, f). Similarly to the
previous work, we can observe that FMSAEM with the Dutch titles in the experiment (c) performs on par with
the corresponding FMSAEM model in the experiment (b) based on the English titles. This outcome will be useful
for GLAM institutions that work with local languages in the resource-scarce scenario to retrieve Iconclass codes
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Exp. | Model Source Metrics

Image | EN | NL | Recall@1 | Recall@5 | Recall@10 | Average

MSAEM v 13.10 19.60 23.20 18.63

. MSAEM, ¢imp | v 9.50 16.20 19.30 15.00
M3P v 6.05 10.95 14.20 10.40
FMSAEM v 14.50 24.40 28.05 22.32
MCLIP V4 11.20 17.25 20.85 16.43
MSAEM v 62.80 77.30 80.75 73.62

b MSAEM, ¢im) v 66.95 77.30 79.75 74.67
M3P v 66.75 76.90 79.95 74.53
FMSAEM v 70.95 81.55 85.05 79.18
MCLIP v 71.60 82.50 85.25 79.78
MSAEM v 66.45 77.05 80.55 74.68

. MSAEM, ¢im) v 67.05 77.20 79.20 74.48
M3P v 66.10 76.45 78.85 73.80
FMSAEM v 68.25 81.95 84.95 78.38
MCLIP v 69.70 79.90 83.50 77.70
MSAEM v v 67.85 79.20 82.30 76.45

4 | MSAEMycim, v v 66.20 77.65 80.85 74.90
M3P v v 68.05 77.95 80.85 75.62
FMSAEM v v 71.10 83.80 87.00 80.63
MCLIP v v 71.25 81.95 84.85 79.35
MSAEM v v 66.60 78.80 81.80 75.73

e | MSAEMrcim, v v 66.55 76.45 79.70 74.23
M3P v v 67.30 77.00 80.00 74.77
FMSAEM v V4 68.55 81.65 85.60 78.60
MCLIP v v 69.25 80.45 83.40 77.70
MSAEM VIR 68.95 80.30 82.90 77.38

¢ | MSAEMycimp NN 68.10 78.50 81.25 75.95
M3P v [V 68.25 78.95 81.35 76.18
FMSAEM v | 71.65 82.15 85.45 79.75
MCLIP v | 72.30 82.80 85.65 80.25
MSAEM v v [V 70.05 80.35 83.10 77.83
MSAEM, ¢imp | v | v 70.05 79.15 82.20 77.13

& TMP 7 7 69.35 79.10 8135 | 7660
FMSAEM v v | 72.35 84.35 87.70 81.47
MCLIP v v | 71.25 81.95 84.85 79.35

Table 2. Results of the experiments for different matching sources. The experiments with MSAEM correspond to the results
from previous work [3]. The experiments with MSAEM¢jmp correspond to the framework under scrutiny, but without any
fine-tuning of the ResNet-101 or BERT. The experiments with FMSAEM correspond to fine-tuning of the current framework.

without translating their metadata to English. In addition, we demonstrate that the increasing number of the
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Model Test Source | Training Source Metrics

Image ‘ EN ‘ NL | Recall@1 ‘ Recall@5 ‘ Recall@10 ‘ Average
MSAEM;eimp | NL v 31.15 42.95 47.10 40.40
M3P NL v 27.40 37.30 40.85 35.18
FMSAEM NL v 39.45 56.20 60.20 51.95
MCLIP NL v 42.70 58.40 62.35 54.48
MSAEM,eimp | EN v 30.10 42.30 47.10 39.83
M3P EN v 24.95 34.40 38.50 32.62
FMSAEM EN v 42.20 61.20 68.30 57.23
MCLIP EN v 48.75 62.35 68.70 59.93

Table 3. Results of the cross-lingual experiments on the RKD test set. In these experiments, the language of the textual input
in the training phase does not correspond to the language in the test phase.

sources in the experiments with fine-tuning boosts the overall performance, which corresponds to the results
from the previous paper.

Finally, we compare our model FMSAEM with M3P and MCLIP. From Table 2, we can observe that FMSAEM
outperforms M®P in all experiments by a large margin. Our model is better than MCLIP on average in 5 out of
7 cases. MCLIP demonstrates better results only in the text-based experiments (b, f). However, quality of the
visual features from MCLIP is less promising than from FMSAEM, which can be seen from the experiment (a). In
addition, adding the visual features to the textual ones does not improve or even worsens the performance of
MCLIP.

Cross-Lingual Experiments. We conduct cross-lingual experiments, the results of which can be seen in Table 3.
We can observe that if the evaluation is not conducted on the same language as training, the performance drops
considerably. However, the models still are able to match Iconclass codes with decent results, due to the multi-
lingual nature of the BERT model considered here. The fine-tuned FMSAEM model outperforms MSAEM, ¢im;, by
a large margin. MCLIP demonstrates the best performance in the cross-lingual experiments, which confirms the
high quality of the textual representations from MCLIP. The difference in performance between the English and
Dutch fine-tuned models from Table 3 may be explained by presence of English at the target side. The Dutch
models, which outperforms the English models, are trained on English Iconclass definitions while the English
models have not encountered any Dutch during the training procedure.

Evaluation on the Rijksmuseum Dataset. From Table 4, we can observe that the performance drops by a large
margin for the evaluation conducted on the external dataset. Such results are expected due to the general
differences between the RKD and Rijksmuseum datasets, which we discussed earlier. The annotation is performed
by different individuals, working in different contexts and adopting different annotation rationale; additionally,
the nature and and composition of the collections are different, which can be expected to degrade the performance
for deep networks [41]. In addition, the Rijksmuseum dataset has a more elevated number of unseen labels in the
evaluation set, which makes them more difficult to predict. We can observe from Table 4 that fine-tuning largely
improves performance of FMSAEM in comparison to MSAEM,im, in all experiments. We can additionally see
that the increasing number of matching sources boosts the final results of FMSAEM. M®P is outperformed by
our model in the cross-modal scenario, however, it unexpectedly demonstrates the best performance among
the baselines. Similarly to the results from Table 4, MCLIP provides less promising visual features than our
model, but outperforms it in the text-based experiment. Finally, FMSAEM outperforms the baseline models in the
multi-modal experiment.
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Exp. | Model Source Metrics
Image | EN | NL Recall@1 | Recall@5 |  Recall@10 | Average
MSAEM,imp | ¥ 3.03(3.75) | 5.02 (6.30) 6.35(8.00) | 4.80 (6.02)
a | MP 7 346 (415) | 6.62(7.95) | 8.6 (10.40) | _ 6.18 (7.50)
FMSAEM 7 408 (4.85) | 7.55(9.00) | 9.89 (11.90) | 7.17 (8.58)
MCLIP 7 3.07(3.60) | 5.71 (7.00) 748 (930) | 5.42 (6.63)
MSAEM,eimP vV 14.73 (17.95) 21.59 (27.00) 24.56 (30.80) 20.29 (25.25)
¢ [M°P 7 | 1278 (15.70) | 18.37 (22.40) | 21.08 (25.90) | 17.41 (21.33)
FMSAEM 7/ | 1859 (22.95) | 26.70 (33.15) | 3026 (37.05) | 25.18 (31.05)
MCLIP 7 | 19.61(23.75) | 28.53 (34.95) | 31.53 ( 38.45) | 26.56 (32.38)
MSAEM, ¢imp | 7 | 1565 (18.85) | 2232 (27.00) | 26.04 (31.90) | 2134 (25.92)
e | MP 7 7 | 14.11(16.95) | 20.24 (24.30) | 23.00 (27.70) | 19.12 (22.98)
FMSAEM 7 7 | 18.76 (22.85) | 27.69 (34.55) | 32.58 (40.40) | 26.34 (32.60)
MCLIP 7 7 | 17.84(21.20) | 2634 (31.95) | 30.90 (37.55) | _25.04 (30.23)

Table 4. Evaluation on the Rijksmuseum dataset, which contains the Dutch titles and visual reproductions of the artworks.

13

The numbers in the brackets correspond to a setting with one ground-truth label per object, while the numbers without
brackets correspond to the multi-label evaluation.

Zero-Shot Evaluation on the Rijksmuseum Dataset. As it can be seen from Table 5, all models have a poor

performance in the zero-shot evaluation setting. M*P shows the worst results among the presented models in
this setting. MCLIP moderately outperforms FMSAEM in the multi-modal and text-based experiments while
FMSAEM is slightly better in the cross-modal experiment. In addition, we can see that fine-tuning improves the
performance of FMSAEM in comparison to MSAEM, ¢

Exp. | Model Source Metrics
Image \ EN—LNL Recall@1 \ Recall@5 \ Recall@10 \ Average
MSAEM, ¢ip | 0(0) 0(0) | 0.66(0.66) | 0.22(0.22)
a M3P v 0 (0) 0.22 (0.22) | 0.22(0.22) | 0.15(0.15)
FMSAEM v 0 (0) 0.22 (0.22) | 1.11(1.11) | 0.44 (0.44)
MCLIP v 0(0) | 0.33(0.44) | 0.33(0.44) | 0.22(0.29)
MSAEM, ¢imp v 0.22 (0.22) | 1.33(1.55) | 2.51(2.88) | 1.35(1.55)
c M3P v 0.44 (0.44) | 0.77(0.88) | 1.88 (1.99) | 1.03 (1.11)
FMSAEM V4 0.55 (0.66) | 2.99(3.32) | 4.54(5.09) | 2.69 (3.02)
MCLIP V| 1.44(1.55) | 5.42 (5.75) | 7.04 (7.52) | 4.63 (4.94)
MSAEM, ¢imp | v 0.22(0.22) | 1.11(L11)] 177 (1.77) | 1.03(1.03)
e M°P v v 0(0) | 0.74(0.88) | 1.73 (1.99) | 0.82 (0.96)
FMSAEM v V| 1.22(1.33) | 3.83 (4.20) | 5.83(6.42) | 3.63 (3.98)
MCLIP v V4 0.66 (0.88) | 4.50 (4.87) | 7.26 (8.19) | 4.14 (4.65)

Table 5. Zero-shot evaluation on the Rijksmuseum dataset. The Iconclass codes in this evaluation setting are not observed by
the models during the training procedure. The numbers in the brackets correspond to a setting with one ground-truth label
per object, while the numbers without brackets correspond to the multi-label evaluation.

ACM J. Comput. Cult. Herit.



14« Nikolay Banar, Walter Daelemans, and Mike Kestemont

Fusion Techniques. Table 6 investigates different fusion techniques for the multi-modal input of FMSAEM. We
can observe a small difference in performance with the superiority of the concatenation technique.

Fusion Metrics

Recall@1 | Recall@5 | Recall@10 | Average
average 72.40 84.00 86.80 81.06
weighted average 71.80 83.80 86.95 80.85
concatenation 72.35 84.35 87.70 81.47

Table 6. Effect of different fusion techniques for the multi-modal input of FMSAEM. The evaluation is conducted on the RKD
dataset. The average fusion corresponds to calculating the average representation of the available sources before feeding it
to the last linear layer (the multi-modal combiner). In the weighted average fusion, the weights are learnt from data. In the
concatenation technique, all source representations are concatenated before feeding them to the multi-modal combiner.

CONCLUSION

In this work, we developed a framework for the multi-lingual and multi-modal attribution of Iconclass codes
using a deep neural network, with the additional support of full fine-tuning. Because our framework is based
on previous work [3] in this domain, both works use the same, multiple sources for the attribution, namely,
the English and Dutch textual features from artwork titles and the visual features from artwork images. The
main difference consists in the added fine-tuning phase, which largely boosts the performance of the proposed
model. Our experiments (re)confirm the following findings. Image-text matching is less promising than the
text-text matching even after the extensive fine-tuning. However, visual features still help to improve performance
of the multi-modal model. The attribution based on the Dutch-language artwork titles is as promising as the
attribution based on the English-language artwork titles. Hence, the framework can in theory be used in the
GLAM sector around the world to attribute Iconclass codes in local, perhaps lesser resourced languages, without

N | code | definition

1 | 11F71 | specific aspects of Christ-child ~ Madonna-representations (N.B.
secondary notation only)

2 | 11F73 | specific aspects of Mary ~ Madonna-representations (N.B.
secondary notation only)

3 | 11F42 | Madonna: Mary sitting or enthroned, the Christ-child in her lap (
or in front of her bosom) (Mary sometimes represented half-length)
4 | 11F43 | Madonna: Mary sitting on the ground, the Christ-child in her lap
5 | 11F72 | specific aspects of Christ-child and Mary ~
Madonna-representations (N.B. secondary notation only)

6 | 11F45 | Mary kneeling (on the ground), the Christ-child in front of her

7 | 11F74 | other specific aspects of Madonna-representations

8 | 11F41 | Madonna: Mary standing (or half-length), Christ-child
close to her bosom

9 | 73B83 | representations derived from Holy Family

10 | 41A65 | water-works in garden

Table 7. Example of the top 10 Iconclass codes offered by the best performing model FMSAEM based on the artwork ‘Virgin
and Child with book of prayers’. The ground-truth Iconclass code is highlighted in bold.
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having to translate their metadata to English. FMSAEM demonstrated the better performance than M3P in
all experiments, and our model outperformed MCLIP in most experiments due the better quality of the visual
features. Interestingly, we observe that MCLIP outperforms our framework in most text-based experiments.

In addition, we conducted an experiment where the input language of the test set is different from the input
language of the training set. The experiment demonstrates that the performance is still decent, notwithstanding
a large drop in average recall. MCLIP has a superior performance over other models, which again confirms the
high quality of the provided textual features.

We observe a large degradation of performance for evaluation on the external collection, which is different
from the training set. Such results may be explained by differences between the collections as well as by the
smaller size of the training set (22,725 objects and 1,843 unique codes) in comparison to the number of possible
labels, which is 10,418. However, we observed that fine-tuning still helps to improve performance even in the
cross-lingual setting. In the zero-shot experiment, all models fail to demonstrate any meaningful results because
of the high complexity of the task. From Table 7, we can see that the Iconclass system contains many similar
labels, which makes this task extremely challenging. In the provided example, the first eight codes offered by our
model have the same ancestor node (11F). To overcome the issues listed above, the framework will need more
annotated data that covers more unique artworks with the corresponding labels. Hence, the future work should
focus on continuing efforts regarding data gathering in the field. In addition, we observed that the visual branch
remains a weak part of the framework, which can be improved in the future work by using an object detector
already adapted for the art domain.
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