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ABSTRACT
The ability to share and reuse deep learning (DL) models is a key
driver that facilitates the rapid adoption of artificial intelligence
(AI) in both industrial and scientific applications. However, state-
of-the-art approaches to store and access DL models efficiently at
scale lag behind. Most often, DL models are serialized by using var-
ious formats (e.g., HDF5, SavedModel) and stored as files on POSIX
file systems. While simple and portable, such an approach exhibits
high serialization and I/O overheads, especially under concurrency.
Additionally, the emergence of advanced AI techniques (transfer
learning, sensitivity analysis, explainability, etc.) introduces the
need for fine-grained access to tensors to facilitate the extraction
and reuse of individual or subsets of tensors. Such patterns are un-
derserved by state-of-the-art approaches. Requiring tensors to be
read in bulk incurs suboptimal performance, scales poorly, and/or
overutilizes network bandwidth. In this paper we propose a light-
weight, distributed, RDMA-enabled learning model repository that
addresses these challenges. Specifically we introduce several ideas:
compact architecture graph representation with stable hashing and
client-side metadata caching, scalable load balancing on multiple
providers, RDMA-optimized data staging, and direct access to raw
tensor data. We evaluate our proposal in extensive experiments that
involve different access patterns using learning models of diverse
shapes and sizes. Our evaluations show a significant improvement
(between 2 and 30× over a variety of state-of-the-art model storage
approaches while scaling to half the Cooley cluster at the Argonne
Leadership Computing Facility.
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1 INTRODUCTION
Deep learning (DL) models are widely used both in industry and
in scientific computing: speech and vision [8], fusion energy sci-
ence [17], computational fluid dynamics [18], cancer research [9],
and pandemics [34].

In this context, the unprecedented accumulation of big data
and the development of computational capabilities expose plenti-
ful learning opportunities thanks to the data’s massive size and
variety [19, 27]. In a quest to take advantage of the complex pat-
terns in the data, DL models are becoming complex themselves
from many perspectives [39]: size (number of parameters), depth
(number of layers/tensors), and structure (layers with multiple in-
puts/outputs interconnected using directed graphs that feature di-
vergent branches, fork-join, etc.). Under such circumstances, model
training is time-consuming and resource-intensive, which is why
artificial intelligence (AI) workflows try to avoid retraining DL
models from scratch as much as possible and instead serialize them
to a repository, in anticipation of opportunities to reuse them later.
However, by interacting with the repository frequently and under
concurrency, the repository becomes a bottleneck in AI workflows.
Thus, the problem of how to design scalable, high-performance
repositories for DL models is important but challenging for several
reasons.

High-frequency access to the repository under concur-
rency at scale: Storing and loading DL models to/from a repository
are frequent operations that may cause an I/O bottleneck for AI
workflows. For example, unexpected interruptions prompt the need
to checkpoint DL models more frequently than an epoch boundary,
potentially at an individual iteration [26]. The study of sensitivity
analysis, which considers the robustness of inference to training
data, involves numerous comparisons with variations of DL mod-
els checkpointed during the training with different subsets of the
data [42]. Ensemble learning [43] also relies on training and storing
a large number of alternative DL models, which are used later to
improve the accuracy and/or generality of the inferences. Further-
more, AI workflows typically run on high-performance computing
(HPC) platforms at scale, leveraging multiple compute nodes and
graphics processing units (GPUs) simultaneously. In this context,
the store and load operations are issued to the model repository
with both high frequency and concurrency.

Fine-grained access to the tensors of the DLmodel: In a ma-
jority of applications where DL models can be reused, the original
context is slightly different, prompting the need for adjustments af-
ter adopting transfer learning [36]. This typically involves multiple
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steps: (1) load the content of reusable layers from a related model
from the repository into the newDLmodel; (2) freeze the reused lay-
ers and train the rest of the layers with additional data; and (3) store
the new DL model in the repository. In this case, loading the whole
DL model from the repository and extracting individual tensors
from the local copy are inefficient. Instead, the repository should
provide the capability to directly access tensors at fine granularity.
Furthermore, transfer learning is not an occasional pattern. For ex-
ample, network architecture search (NAS) is a notoriously difficult
AI workflow that automatically generates, trains, and evaluates a
large number of related DL model variations [9]. NAS can scale
to a large number of workers and has been shown to benefit from
transfer learning [22], because the DL models are related. Thus,
fine-grained access to the tensors is often needed together with
high-frequency access under concurrency.

Limitations of state-of-the-art: Open repositories for expert-
or user-designed DL models are typically implemented as web-
enabled services that enable users to upload, classify, curate, and
search for DL models (e.g., Tensorflow Hub, Caffe’s Model Zoo,
DLHub [21]). In this case, the emphasis is on providing rich features
and ease of use, rather than high performance and scalability. Even
on HPC platforms, typical approaches to store and load DL models
involve significant overheads: the tensors in the composition of the
DL models are serialized into custom formats (e.g., HDF5 [37]) or
SavedModel [7]), which are then written to a parallel file system
(PFS) acting as a repository shared by the compute nodes. These
overheads have multiple causes, both related to the serialization
(bloatedmetadata, toomany files) and due to the PFS itself becoming
a bottleneck (limited I/O bandwidth under concurrency and poor
support for small, noncontiguous I/O operations).

Contributions: We focus on the design on a distributed DL
model repository that delivers high performance and scalability for
high-frequency, concurrent load/store operations that may involve
fine-grained access to individual tensors. In order to overcome
the limitations of state-of-the-art approaches, our key idea is to
decompose the DL models into lightweight collections of tensors
and their associated metadata, which are organized using novel data
structures, indexing, and caching techniques specifically optimized
for direct manipulation using distributed, RDMA-enabled key-value
stores. We summarize our contributions as follows.

First, we propose a series of design principles: compact repre-
sentation of the DL model architecture, stable hashing of layer
configurations with client-side metadata caching, low-overhead
memory management based on preallocated and pre-pinned buffers,
and tensor storage layout optimized for bulk transfers (Section 3).
Second, we implement these design principles and techniques as a
research prototype that makes use of state-of-the-art technologies
to interface with popular AI runtimes (such as TensorFlow) in order
to obtain direct access to the tensors, as well as state-of-the-art com-
munication libraries that provide RDMA-enabled RPC abstractions
suited for the development of services on HPC systems (Section 5).
Third, we evaluate our proposal in a series of extensive experiments
conducted on the Cooley HPC system at the Argonne Leadership
Computing Facility. We focus on the performance and scalability
of loading and storing a variety of DL models (different number
of layers, uniform vs. variable sizes of layers, different total size,
etc.) both individually and under concurrency. The results show

significant improvement over several state-of-the-art approaches
that leverage either a parallel file system or in-memory storage
(Section 6).

2 RELATEDWORK
DL model checkpointing: Popular runtimes such as TensorFlow
and PyTorch serialize the tensors of DL models into custom formats
(e.g., HDF5 [37] or SavedModel [7]), which are then written as files
to a parallel file system (PFS). This process incurs high serializa-
tion and I/O overheads. Optimized checkpointing approaches exist
for data-parallel training [29]. They take advantage of multiple
identical model replicas to parallelize the writes to different shards.
Other checkpointing efforts such as [26] focus on determining the
optimal checkpointing interval through systematic online profiling
of the overhead. FlameStore [1] is an effort that aims to reduce the
serialization overheads by directly capturing tensors and storing
them into configurable providers (in-memory, local file system).
Such approaches either suffer from I/O performance and scalabil-
ity bottlenecks due to relying on a parallel file system or are not
optimized for fine-grained access to subsets of tensors.

Web-enabled DL model repositories: These repositories are
optimized for collaborative rapid application development. They
enable users to upload, classify, curate, and search for DL models.
Prominent examples include open repositories such as Tensorflow
Hub [6], PyTorch Hub [5], and Caffe’s Model Zoo [3]. Some efforts,
such as DLHub [21], target scientific applications specifically. For
web-enabled repositories, the emphasis is on providing rich features
and ease of use, rather than high performance and scalability. One
notable feature is versioning of DL models. For example, Data
Version Control [12] relies on Git’s version control capabilities to
store metadata references to large binary and textual objects that
represent training data and DL model checkpoints. However, the
serialization method and actual storage of the objects are outside
of the purview of the repository, which it delegates to either web-
based data transfers to/from remote servers or parallel file systems
that are not optimized for the storage of many small, scattered
tensors that compose a DL model.

Key-value and object stores: Hash tables, key-value stores,
and remote dictionaries [13] are fundamental building blocks to
store both ephemeral and durable data at fine granularity. They
feature a multitude of backends (in-memory storage, flash and
persistent memory, file systems) and advanced features such as
multi-versioning [28]. In the same spirit, object storage systems
such as DAOS [24] and RADOS [40] also aim to alleviate the lim-
itations of the aging POSIX semantics employed by parallel file
systems such as Lustre [2] and GPFS [38]. Some optimizations such
as leveraging foreknowledge about the read access pattern of train-
ing samples can be used to accelerate AI workloads [23]. However,
such building blocks cannot be leveraged out of the box to manipu-
late DL models, because it is nontrivial to serialize and consistently
store models as a collection of tensors mapped to key-value pairs.
Additionally, the key-value pairs cannot be simply scattered across
a large number of providers, because the overhead of assembling a
DL model from a large number individual tensors would involve
large communication overheads due to the need to contact a large
number of providers concurrently.
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Remote data access: Web-enabled services often expose REST-
ful APIs that enable clients to access data on servers. However, such
approaches involve expensive encoding of parameters and states
into text representations (JSON, XML) tomaximize portability at the
expense of performance/latency. RDMA is a well-established back-
bone of communication libraries with low-latency, high-throughput
message-passing requirements. It is used extensively in HPC data
centers and storage systems [44]. In this context, MPI proposes the
notion of single-sided communication [16] that involves memory
windows declared by each rank as the target for put/get operations.
Unfortunately, such a model is not flexible enough for client-server
use cases, since it involves collective operations (initialize memory
windows, synchronization based on fences, etc.). Recently, HPC-
oriented communication libraries based on RPCs are gaining in-
creasing traction [33], thanks to higher flexibility compared with
MPI. Such approaches can be used as a backbone for DL model
repositories.

To the best of our knowledge, this is the first work that explores
the problem of building a DL model repository suitable for HPC
systems that addresses the needs of AI workflows interacting with
the repository frequently under concurrency while enabling fine-
grained tensor-level access.

3 SYSTEM DESIGN AND DESCRIPTION
Compact representation of the DL model architecture graph:
DL model architectures have evolved from simple sequential ar-
rangements of the layers to complex arrangements that involve, for
example, branching, repetitive structures, and fork-join patterns.
In the most general form, these arrangements can be expressed as
graphs. In practice, layers are defined in a recursive fashion [14],
forming a graph of sublayers down to leaf layers that are actually
composed of tensors (that hold relevant parameters such as weights
and biases). Thus, to reconstruct a previously stored DL model, we
need the following elements: (1) the graph of the leaf-layers, (2)
mapping of the leaf layers to tensors, and (3) the content of the
tensors. State-of-the-art solutions [1, 37] capture the graph using
a standardized format (e.g., JSON), which is supported by popular
AI libraries (e.g., Keras [14]). Then, based on a label given to each
leaf layer, the tensors can be serialized independently as key-value
pairs using a standard format, such as HDF5 [37]. Metadata for-
mats such as JSON describe each layer using comprehensive and
verbose information: name of the layer’s class, shape, label (a de-
scriptive string), relationship to other leaf layers (provides output
to or needs input from), and so forth. Such solutions, while human-
readable and user friendly, may incur large metadata overheads
during store/load operations, especially for DL models with a large
number of small tensors. Consequently, our first contribution is to
introduce a compact representation of the graph: as we traverse the
recursive definition of the architecture bottom up, we extract for
each leaf layer the list of other leaf layers whose input is a direct
dependency (henceforth referred to as input dependencies). Then,
we assign a unique ID (whose representation fits in a small number
of bits) to each leaf layer and obtain a compact list of its input
dependencies based on their unique IDs. By focusing only on the
leaf layers and using small unique ID references, we both reduce
the metadata size and make the architecture easier to parse.

Stable hashing of layer metadata that retains the features
of the DL model architecture: Obtaining unique IDs for the leaf
layers of the DL model architecture is challenging because layers
of identical type and with identical shape can be reused in different
parts of the graph. Also, we cannot simply rely on the labels given
to the layers because they are assigned in an inconsistent fashion.
For example, during the recursive layer definition, Keras [14] keeps
an internal counter that increases every time the same type of layer
is encountered, then automatically labels it using a string that com-
bines the layer class name and the counter value. Later, if the DL
model architecture is instantiated in a different way or multiple
DL model architectures are instantiated in the same way but in a
different order, the labels of the same leaf layers will not match. To
overcome this challenge, we propose a stable hashing technique
inspired by Merkle trees [25], which is detailed in Section 4. The
key idea is to hash the structurally significant attributes of the layer
together with hashes describing the ancestry of its input dependen-
cies. This enables unique IDs regardless of how many repetitions
of layers or entire substructures exist in the architecture. Note that
we abuse the term unique ID with this approach, because there is a
theoretical chance of hashing collisions. By using a cryptograph-
ically secure hash function, however, this chance is negligible in
practice.

Client-side cached mapping of leaf layer and unique IDs:
To reconstruct the DL model architecture from a compact graph
representation, we need to maintain a mapping between the unique
IDs and the properties of their leaf layers, such that we can create
new layer class instances (or reuse existing ones) as needed. In this
context, large numbers of DL model architectures can be reused
either fully (e.g., checkpointing the same model) or partially (e.g.,
transfer learning). This applies to many of the scenarios mentioned
in Section 1. Therefore, we leverage this observation in order to
maintain a repository of cached layer metadata and their mapping
to unique IDs. For performance considerations, these mappings are
cached locally on the clients. When a new DL model needs to be
stored, only the new layers (different shape or different predecessor
ancestry) need to be hashed to obtain a unique ID, while the rest
can be directly reused. Similarly, when a DL model needs to be
loaded, the cache can be used to directly instantiate leaf layers from
unique IDs. Since we do not overwrite existing metadata, cache
synchronization is not a concern, thus enabling a lightweight and
highly scalable implementation.

Distributed key-value store providers: To achieve scalability,
we store both the compact architecture graph and the collection of
tensors as key-value pairs on a set of distributed providers, which
can be either co-located with the clients on the same set of compute
nodes or hosted by a separate set of dedicated nodes. Two challenges
arise in this context: (1) how to enable the clients to find out what
providers to contact in order to recover the architecture and/or
content of the DL model and (2) how to distribute the requests
of concurrent clients to different providers in order to achieve
load balancing and scalability. We propose to solve both problems
simultaneously by leveraging stable hashing: we require the clients
to assign unique names to the DL model instances. Based on the
unique names, we obtain unique model IDs, which can be mapped
to a deterministic set of providers (e.g., unique model instance ID
modulo the number of providers) that are responsible for them.
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RDMA-enabled distributed tensor grouping and metadata
consolidation: Given the huge number of tensors, it is not feasible
to simply distribute each tensor as a separate key-value to a different
provider, because this will force the clients to issue a large number
of tiny put/get requests to a large number of providers, which results
in degraded I/O performance. Hence, we propose to consolidate
the tensors of a store/load request into a single provider. However,
simply aggregating all tensors as a single block of contiguous data
that is then transferred between clients and providers also incurs a
large overhead. Furthermore, after a store request, we need to retain
efficient fine-grained access to the tensors for future read requests.
To address these issues, we leverage bulk RDMA operations: the
client assembles a set of (offset, size) segments corresponding to the
in-memory tensors, while the provider allocates memory and pulls
these segments locally. This results in a single transfer operation
that collects the tensors as they are scattered in memory directly.
Next, the client stores the compact architecture graph of the DL
model together with the segments corresponding to the tensors
on the same provider. This metadata consolidation step allows the
segments to be reused later during read requests, which reduces
the setup overhead for RDMA bulk operations. Specifically, the
client exposes preallocated memory regions into which the provider
directly pushes the content of the tensors.

Preallocated and pre-pinned staging buffers to accelerate
RDMA transfers: Even if we leverage bulk RMDA operations to
enable low-latency, high-throughput communication between the
clients and the providers, other overheads can negatively impact
the overall performance of load and store operations. In particular,
the memory regions involved in bulk RDMA transfers between a
client and a provider need to be pinned by the operating system.
This operation is needed in order to make sure the corresponding
physical addresses of memory pages remain fixed and can be di-
rectly accessed by the network interfaces. However, pinning a large
number of memory pages is an expensive operation. Therefore,
we propose to use a fixed staging buffer on both the clients and
the providers, which is used for all bulk RDMA-operations and
is preallocated and pre-pinned on initialization of the client and
provider, respectively. Additionally, continuously allocating and
deallocating memory on demand to store tensors are expensive,
and preallocating on initialization removes this overhead. These
staging buffers are nontrivial to manage, however, especially un-
der concurrency: the same client may issue concurrent load/store
requests to different providers, and the same provider may serve
concurrent load/store requests from different clients. To address
this issue, we introduce a custom allocation/deallocation strategy
on the staging buffer specifically optimized for concurrency.

Native tensor operators to obtain direct access to the tensor
content: High-level AI libraries are often implemented in high-
level languages (e.g., Python) and do not have direct access to the
data structures of the underlying low-level implementation. There-
fore, there are restrictions in terms of when and how it is possible
to access such low-level data structures. For example, the Tensor-
Flow implementation of Keras requires a separate execution graph
context in order to extract the value of tensors into separate copies
(e.g., NumPy arrays). Consequently, extracting the raw tensors of
DL models may incur high overheads. These overheads are often
present in state-of-the-art DL model serialization approaches. For

example, DL model serialization into the HDF5 [37] format involves
such expensive copies of tensors into NumPy arrays, which are then
written through the HDF5 Python bindings into a file. The reverse
process applies in the case of reading DL models. We address this
issue by tapping directly into the memory allocated for the tensors
of the DL model, by defining native low-level tensor operators that
have direct access to the raw pointers.

4 ZOOM ON STABLE HASHING
As mentioned in Section 3, we propose an algorithm inspired by
Merkle trees [25] to enable stable hashing of the layer metadata that
retains the features of the DL model architecture. This algorithm is
needed in order to uniquely identify the leaf layers in the compact
architecture graph of the DL model, independently of preassigned
labels and tolerant to repetitions of identical layers types and and/or
substructures. It is listed in Algorithm 1.

Algorithm 1: Assign Unique IDs
Input :Architecture of model𝑀
Output :A map of all leaf-layer→ 𝑢𝑛𝑖𝑞𝑢𝑒_𝑖𝑑

1 Function 𝐿𝑒𝑎𝑓 𝐿𝑎𝑦𝑒𝑟𝐻𝑎𝑠ℎ(𝑙, 𝐿):
2 𝐻 ← 𝐻𝑎𝑠ℎ(𝑙 .𝑐𝑜𝑛𝑓 𝑖𝑔)
3 foreach 𝑙𝑖 ∈ 𝑙 .𝑖𝑛𝑝𝑢𝑡𝑠 do
4 if 𝑙𝑖 ∉ 𝐿 then
5 𝐿 ← 𝐿𝑒𝑎𝑓 𝐿𝑎𝑦𝑒𝑟𝐻𝑎𝑠ℎ(𝑙𝑖 , 𝐿)
6 𝐻 = 𝐻𝑎𝑠ℎ(𝐻, 𝐿[𝑙𝑖 ])
7 𝐿[𝑙] ← 𝐻

8 return 𝐿

9 𝐿 ← ∅
10 foreach 𝑙 ∈ outputs of𝑀 do
11 𝐿 ← 𝐿𝑒𝑎𝑓 𝐿𝑎𝑦𝑒𝑟𝐻𝑎𝑠ℎ(𝑙, 𝐿)
12 return 𝐿

Specifically, starting from the output layers of DL model 𝑀 , we
hash each of the attributes affecting the model structure of each
leaf layer 𝑙 (layer class name, shape, etc. captured by l.get_config)
with the hashes of its direct dependencies (𝑙𝑖 ∈ 𝑙 .𝑖𝑛𝑝𝑢𝑡𝑠) and store
the resulting hash into a memoization table 𝐿. For any direct depen-
dency 𝑙𝑖 that was not hashed yet, the process repeats recursively.
Thanks to the memoization table 𝐿, each leaf layer is hashed only
once.

The complexity of this algorithm is 𝑂 ( |𝑉 | + |𝐸 |), where |𝑉 | is
the number of leaf layers and |𝐸 | is the number of input edges in
the architecture graph.

5 IMPLEMENTATION
We implemented a research prototype based on the design prin-
ciples introduced in Section 3. Specifically, the repository follows
a client-server architecture: the clients issue store/load DL model
requests, while the providers collaborate to serve these requests.
An overview is depicted in Figure 1.

The interactions between the clients and the providers leverage
bulk RDMA transfer operations, which are optimized by using HPC-
oriented RPCs, as provided by Mochi [33]. Specifically, we leverage
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formats mentioned in Section 2. With the exception of the client-
side cache that retains the mapping between unique IDs and layer
instances, most other aspects are high-performance C++ implemen-
tations that live in a client library, which is interfaced with the
Python-level primitives. The providers are fully implemented in
C++. Thanks to this isolation, our implementation is generic and
can be easily ported to other AI runtimes, notably PyTorch.

6 EXPERIMENTAL EVALUATION
6.1 Setup
We perform our experiments on Cooley, an Argonne Leadership
Computing Facility (ALCF) HPC system comprising 126 compute
nodes. Each node is equipped with two Intel (Haswell) 2.4 GHz
E5-2520 CPUs and an Nvidia Tesla (Kepler) K80 accelerator. The
K80 accelerator is a dual-GPU design that exposes 2 Tesla GK210
GPUs across a PLX switch over a PCI Express connection to the
card (max 15.6 GB/s). Each node features 372 GB DDR4 RAM on
the host side and 24 GB of high bandwidth memory split evenly be-
tween the two GPUs. The nodes are interconnected using a 4xFDR
InfiniBand network (max 7 GB/s). The same network provides ac-
cess to a Lustre parallel file system (10 PB) capable of ≈210 GB/s
in peak bandwidth across 56 object storage targets. Since our ex-
periments do not involve GPU computations and rather focus on
I/O throughputs, this setup is representative of data centers with
newer GPU accelerators as well.

In terms of software ecosystem, the AI runtime we installed is
TensorFlow 2.9. The bulk RDMA-enabled RPC runtime is based
on the following stack: Mercury 2.1.0 (using OFI verbs provider in
libfabric), Argobots 1.1, Margo 0.9.10, and Thallium 0.10.0 [33].

6.2 Compared Approaches
We compare our proposal with state-of-the-art approaches and
with an alternative implementation that includes only a subset of
our design principles (used as a reference in ablation studies to
highlight the impact of individual contributions.

HDF5-PFS:This approach stores and loadsDLmodels asHDF5 [37]
files. It is part of the standard TensorFlow distribution and imple-
mented in Keras. The store primitive first copies the content of the
tensors into NumPy arrays (by launching a separate TensorFlow
execution context), then writes the arrays into an HDF5 file using
the HDF5 Python bindings. The load primitive loads the arrays from
the HDF5 file, then copies their content into the tensors managed
by TensorFlow. We chose a minimalist setup that only stores the
model weights in the HDF5 file, which is the only mode that sup-
ports fine-grained read access to the tensors (by specifying a set of
layer labels to be loaded) and is typically employed for performance
reasons. On HPC systems, AI workflows typically use a parallel file
system to store the resulting HDF5 files. In our case, this is a Lustre
deployment. Overall, this configuration is a typical baseline used
in production on an HPC system.

SavedModel-PFS: this approach is similar to HDF5−PFS in that
it serializes and deserializes the DL models as files on the Lustre
parallel file system. However, there are notable differences due to
a different SavedModel format. Specifically, the internal representa-
tion of the DL model is decomposed into an entire set of files that

hold additional metadata about the DL model (DL model architec-
ture, state of the optimizer, mathematical descriptions of custom
operators). To ensure a fair comparison, we store only the model
architecture and disable the rest of the metadata. Just as in the case
of HDF5−PFS, the overhead of explicit copies between tensors and
intermediate arrays is also present. Unlike HDF5−PFS, however, fine-
grained access to the tensors is not available. Some AI workflows
prefer this format because of the additional information it cap-
tures about the DL models, which makes it another representative
baseline.

FlameStore [1]: This state-of-the-art approach adopts a client-
provider model similar to our approach. Like our approach, it has a
mechanism to capture raw pointers to tensors and uses RDMA to
facilitate the communication between the clients and the providers.
The tensors are stored in an in-memory hash table that delivers the
highest performance and scalability. Unlike our proposal, however,
it does not feature metadata optimizations (it stores the DL model
architecture in full using a JSON format), does not support fine-
grained read access to the tensors, and does not include optimized
caching and memory management.

DStore-Opt: This approach implements all our proposed design
principles described in Section 5 and runs with all optimizations
active. As in the case of FlameStore, the buckets used to store the
tensors are our own version of in-memory hash tables optimized
for concurrent access and subject to the proposed design principles.
DStore−Opt showcases the best peformance and scalability that can
be achieved compared with the state of the art.

DStore-OnDemand: This approach is identical to DStore−Opt
except for deactivating the preallocated and pre-pinned staging
buffer used for memory management. Instead, it simply performs
on-demand allocations/deallocations and pinning of the memory
for RDMA operations. Its purpose is to enable us to isolate and
study the impact of our custom memory management technique.

6.3 Methodology
We evaluate the performance and scalability of the approaches
described in Section 6.2 for a variety of DL model architectures
that feature large vs. small overall DL model size, large vs. small
number of leaf-layers, and various distributions of the tensor sizes
(layers of similar size vs. layers of different sizes). Thanks to this
approach, we cover a large spectrum of the diversity of the DL
models encountered in real-world AI applications.

Our goal is to show that DStore can efficiently (1) store and trans-
fer both small and large models; (2) handle both simple and complex
metadata (metadata complexity is proportional to the number of
leaf-layers); and (3) adapt to the heterogeneity of the leaf-layers
(mix of small and large tensors).

Unless otherwise mentioned, we co-locate providers and clients
launched with the compute job. This is the most commonly encoun-
tered scenario. Note that if the HPC system allows it, the providers
can also be run as a permanent service on a separate set of nodes.
For brevity, we do not explore this configuration.

Synthetic workloads: We designed a DL model architecture
generator that takes three input parameters: (1) total size of the
DL model (in bytes); (2) number of leaf-layers; and (3) maximum
difference between the layer sizes (in bytes).
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access: despite loading only 25% of the tensors, the overhead is
almost the same, especially for small sizes. On the other hand, our
approach has much better scalability, since the duration of load
grows proportionally to the total size of the tensors being read
back.

6.5 Results: Low-Level Operation Breakdown
Next, we focus on a breakdown of the overheads of the low-level
operations that are involved in the workflow diagrams of the store
and load primitives (Figures 2 and 3) described in Section 5. The goal
is to study the impact of each low-level operation in the end-to-end
measurements discussed in the preceding sections.

The overhead of obtaining a compact architecture graph using
stable hashing is negligible (below one millisecond) and involves
sizes in the order of a few kilobytes. This demonstrates the high
performance of our metadata management. Compared with the
overheads of the rest of the low-level operations, it can be ignored.
Therefore, for the rest of this section, we will study the latter.

Specifically, we compare DStore−Opt with DStore−OnDemand in
Figure 6.We consider the following low-level operations: on-demand
allocations (measure the duration of regular host-sidemalloc calls in
the case of DStore−OnDemand and custom allocations on the staging
buffer in the case of DStore−Opt), GPU-host transfers (measure the
duration of copying the tensors from the GPU memory to the regu-
lar host memory in the case of DStore−OnDemand and to the staging
buffer in the case of DStore−Opt), RDMA pinning (measures the du-
ration of pinning the host memory in the case ofDStore−OnDemand),
and RDMA transfers (measure the duration of RDMA transfers for
both approaches).

As expected, the GPU-host and RDMA transfer duration is con-
sistent between the two approaches for both load and store oper-
ations. However, DStore−OnDemand exhibits significant overheads
for both on-demand allocations and RDMA pinning, while the cor-
responding overheads are negligible in the case of DStore−Opt. This
demonstrates the importance of our custom memory management.

6.6 Results: Different Number of Layers
Our second set of experiments considers the end-to-end perfor-
mance of a single client that is served by a single provider, in a
setup similar to that described in Section 6.4.

The key difference is that we keep the total size of the DL models
fixed at 4 GB but vary the number of dense layers of equal size
from 100 to 1000. DL models with many layers have much larger
metadata and trigger more difficult I/O patterns for approaches that
rely on serializing the DL models as files, since it involves many
noncontiguous tensors allocated in scattered memory locations that
need to be read/written. These models are common in applications
that use complex residual networks that can be built with 1000+
layers, such as modern large graph neural network models [20].

Similar to the case of variable model size, we first store the DL
model using one client, then read it back using a different client
deployed on a different compute node to avoid caching effects. The
results are depicted in Figure 5.

As can be observed, the duration of the store operation challenges
the SavedModel−PFS approach the most, since it suffers from large
metadata overheads, large overheads to collect the scattered tensors,

and large I/O overheads due to writing the data and metadata into
a large number of files on the parallel file system. This effect is
particularly pronounced as the number of layers increases, which is
an expected future trend of DL models. By comparison, HDF5−PFS
has smaller overheads and scales better. We note, however, that
unlike SavedModel−PFS, it does not store the DL model architecture.
On the other hand, FlameStore performs much better transfer of
many scattered, noncontiguous tensors thanks to its bulk RDMA-
enabled I/O. However, it suffers from high metadata overheads
compared with DStore−OnDemand. The difference grows slightly
higher with increasing number of layers, which demonstrates the
effectiveness of our compact architecture graph. Furthermore, the
advantages of using a preallocated and prepinned staging buffer are
even more pronounced in the case of a large number of layers. In
this case, DStore−Opt is more than 2x faster than DStore−OnDemand
and 3x faster than FlameStore. As in the case of variable DL model
sizes, DStore−Opt is orders of magnitude faster than SavedModel−PFS
and up to 10× faster than HDF5−PFS, despite the fact that it also
saves the DL model architecture.

The load operations involve proportionally more layers com-
pared with the variable DL model size scenario. An interesting
effect is observed when comparing HDF5−PFS with SavedModel−PFS.
In the case of SavedModel−PFS, the load throughput is almost double
the store throughput, yet the opposite is true forHDF5−PFS, in which
case the write throughput is slightly higher. This effect happens be-
cause SavedModel−PFS uses a large number of files while HDF5−PFS
uses only one, allowing the operating system to buffer writes better.
However, just as in the case of variable DL model size, the load
operations are much faster and exhibit better scalability for the
other three approaches. FlameStore behaves virtually identically for
load operations and store operations, which again demonstrates the
effectiveness of our compact metadata and staging buffer. For fine-
grained tensor access, DStore−Opt is again more than 2x faster than
DStore−OnDemand and orders of magnitude faster than HDF5−PFS,
which exhibits poor scalability when less than the full DL model is
being loaded.

6.7 Results: Different Layer Sizes
Our third set of experiments uses the same setup as described previ-
ously, but this time we keep the number of layers and the DL model
size fixed, while changing the distribution of the layers sizes. Such
an imbalance between the layer sizes is frequently encountered in
practice, hence the need to study this aspect separately.

To this end, we configure the generator to randomly create dif-
ferent tensor sizes that can deviate up to 30% from the size used for
uniform tensors. We fix the number of layers to 100 and the total
DL model size to 4 GB.

As can be observed in Figure 7, the advantage of DStore−Opt
against all other approaches remains evident: it is still up to an
order of magnitude faster than HDF5−PFS, especially for partial
loading of DL models that involve fine-grained reads of the tensors.
Furthermore, DStore−Opt is at least 2× faster than FlameStore and
an order of magnitude faster than SavedModel. These results are
consistent with Figure 5, where we also fix 100 layers and 4 GB
total size, but with uniform layer sizes.
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(a) Load operations. Lower is better. (b) Store operations. Lower is better.

Figure 9: Weak scalability: Performance of load and store operations for an increasing number of clients (one per node)
synchronized to start simultaneously. Lower is better. DStore−Opt shows perfect scalability and retains its advantage against the
other approaches regardless of the number of concurrent clients.

observations above, we believe that the gap between DStore−Opt
and the rest of the approaches would significantly increase for such
DL models. Nvidia’s Megatron model in particular is constructed
incrementally via transfer learning [30] from BERT, GPT, and other
constituent models, which involves fine-grained reads.

6.9 Results: Scalability of Concurrent Clients
Our last set of experiments focuses on the weak scalability of the
load and store operations under concurrency. We deploy an increas-
ingly larger number of clients on separate compute nodes with
multiple GPUs, then synchronize the clients to simultaneously start
loading or storing their DL models. This experiment underlines the
differences between the compared approaches and potential bottle-
necks under contention at scale, which, as discussed in Section 1,
is increasingly encountered by AI workflows.

In the case of HDF5−PFS and SavedModel−PFS, the parallel file
system is subject to concurrent I/O operations, which may lead to
I/O bottlenecks. The Lustre parallel file system attached to Cooley
has 55 OSTs. Thus, we experiment with up to 64 clients deployed on
64 compute nodes in order to outnumber the OSTs of the parallel
file system and trigger I/O bottlenecks. In the case of FlameStore,
and DStore−Opt, we co-locate a provider with a client. Furthermore,
we enforce a hashing scheme that guarantees that each client will
store/load its DL model to/from a remote provider deployed on dif-
ferent compute node. This maximizes the stress on the networking
infrastructure and represents a worst-case scenario. The DL model
loaded/stored by each client is synthetically generated (4 GB large
and includes 10 uniform layers).

The experiment is performed in two stages. First, all clients start
at the same time and store their DL model, generating write con-
currency to the repository. Then, after all the clients have finished,
they start reading (again simultaneously) a different DL model
previously stored by a different client (to avoid caching effects),
which generates read concurrency to the repository. The results are
depicted in Figure 9. As can be observed, in the case of load opera-
tions (Figure 9a), FlameStore, HDF5−PFS, and SavedModel−PFS scale

well up to 16 concurrent clients, at which point the contention for
network bandwidth and, where applicable, the parallel file system
drives the average duration higher. On the other hand, thanks to the
design principles of our proposal, DStore−Opt shows perfect scala-
bility, which means the gap compared with the other approaches
(previously studied for a single client) is only increasing at scale.

A similar trend is visible in the case of concurrent store op-
erations (Figure 9b): FlameStore is bottlenecked beyond 16 con-
current clients, while DStore−Opt continues to scale as it did in
the case of load operations. However, in the case of HDF5−PFS
and SavedModel−PFS, the I/O bottlenecks of the parallel file system
are less pronounced because the OS is flushing the writes asyn-
chronously. Nevertheless, again DStates−Opt retains a speedup of
an order of magnitude.

7 CONCLUSIONS
In this work we propose a distributed DL model repository that
addresses the needs of HPC AI workflows: high-frequency, concur-
rent load/store operations with support for fine-grained access to
individual tensors. The key novelty of our proposal is a series of
design principles (compact architecture graph representation with
stable hashing and client-side caching, scalable load balancing on
multiple providers, RDMA-optimized data staging, direct access to
raw tensor data) that we implemented in the DStore learning model
repository, which acts as a drop-in replacement of the standard
learning model save/load primitives implemented the Keras library.

Our approach yields considerable speedups over state-of-the-art
approaches that store/load learning models as HDF5 files (up to
20×) or use the SavedModel format (up to 45×) on a parallel file
system, as well as over approaches such as FlameStore that leverage
in-memory storage on the compute nodes (up to 3×). These results
apply to both synthetically generated and real-life DL models. Fur-
thermore, weak scalability experiments on up to half the size of the
ALCF Cooley HPC system (64 nodes) show perfect scalability for
our proposal for an increasing number of nodes, while the gap with
respect to the other approaches is widening (up to 60× speedup).
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In particular, preallocating and pre-pinning a staging buffer is par-
ticularly effective in combination with RDMA and achieves up to
2× speedup compared with the on-demand counterpart.

Encouraged by these preliminary results, we plan to expand
the scope of our experiments to demonstrate the impact of our
proposal for real-life AI workflows, notably network architecture
search scenarios. Furthermore, we plan to explore several other
complementary aspects such as (1) persistency using node-local
storage; (2) incremental storage and lineage management for trans-
fer learning; and (3) multilevel collaborative caching between the
providers based on exploiting the popularity of tensors and the
data/metadata relationships.
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